


CHAPTER NUMBER CHAPTER NAME PAGE

Chapter-1
Advanced glycation end products (AGEs)-
mediated diabetic vascular complications

1-24

Chapter-2
Functional Nanocrystals: Towards Biocom-

patibility, Nontoxicity and Biospecificity
25-51

Chapter-3 Inborn Errors of Metabolism 52-83

Chapter-4
Microbial Cellulase and Xylanase: Their 

Sources and Applications
84-102

Chapter-5
Recent advancement to target Breast Cancer 

and Cancer Stem Cells
103-119

Chapter-6
Application of Hydrogen/Deuterium Ex-
change Mass Spectrometry in Structural 

Biology and Molecular Medicine
120-136

Published in: May 2018
Online Edition available at: http://openaccessebooks.com/
Reprints request: info@openaccessebooks.com
Copyright: @ Corresponding Author

INDEX



Advances in Biochemistry & 
Applications in Medicine

Chapter 1

Advanced glycation end products (AGEs)-
mediated diabetic vascular complications

Diwesh Chawla*1; Ashok Kumar Tripathi2 ; Meera Sikka3

1Central Research Laboratory, Multi-disciplinary Research Unit, University College of Medical 

Sciences (University of Delhi) and G.T.B. Hospital, Dilshad Garden, Delhi-110095, India.
2Biochemistry and Immunology Laboratory, Department of Biochemistry, University College of 

Medical Sciences (University of Delhi) and G.T.B. Hospital, Dilshad Garden, Delhi-110095, India. 
3Department of Pathology, University College of Medical Sciences (University of Delhi) and G.T.B. 

Hospital, Dilshad Garden, Delhi-110095, India.

Correspondence to: Diwesh Chawla, Central Research Laboratory, Multi-disciplinary Research Unit, 

University College of Medical Sciences (University of Delhi) and G.T.B. Hospital, Dilshad Garden, Delhi 

110095, India.

Email: diweshchawla@yahoo.co.in  

1. Introduction

 Diabetes mellitus is a group of metabolic disorders leading to defects in insulin se-
cretion and action of insulin or both. Diabetes is caused by a combination of hereditary and 
environmental factors. In the human body, blood glucose levels are controlled by a complex 
interaction of multiple chemicals and hormones, including insulin and glucagon. Insulin is a 
peptide hormone produced in the beta cells of the pancreas that allows blood glucose to enter 
various cells of the body where it is oxidized to yield energy needed by the muscles and tissues 
to function [1]. Glucagon is also a peptide hormone, produced by the alpha cells of the pan-
creas, which causes a rise in the concentration of glucose in the blood. The effect of glucagon 
is opposite to that of insulin, which lowers the glucose concentration. 

 There are three main types of diabetes, namely: Type 1 diabetes mellitus (T1DM), Type 
2 diabetes mellitus (T2DM) and gestational diabetes (GDM). T1DM is a chronic autoimmune 
disorder that occurs in genetically susceptible individuals by environmental factors. In this 
condition, the body’s own immune system attacks the pancreatic β-cells, and destroy or dam-
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age these cells to an extent where they are not able to meet the body’s insulin requirements. 
T2DM is a metabolic disorder that is characterized by hyperglycemia (high blood sugar) in the 
context of insulin resistance and relative lack of insulin. GDM is a condition in which women 
without previously diagnosed diabetes exhibit high blood glucose levels during pregnancy 
(especially during their third trimester). 

 The global prevalence of diabetes, especially T2DM, is increasing at an alarming rate. 
According to the recent update by the International Diabetes Federation (IDF) more than 382 
million adults aged 20-79 years had diabetes in 2013 [2].The prevalence is increasing in every 
country, and major economic, social and health care impacts will be seen in developing coun-
tries, as these countries are home to as much as 80% of people with diabetes. If these trends 
continue, by 2035, some 592 million people, or one adult in 10 will have diabetes, according 
to data of IDF (Fig 1) [IDF, sixth edition. 2013]. This equates to approximately three new cases 
in every 10 seconds or almost 10 million per year. Diabetes caused 5.1 million deaths in 2013 
and every six seconds a person dies from diabetes. Diabetes is rampant in Indian subcontinent. 
India is the 2nd topmost country having the highest number of people with diabetes. In India 
alone, it is estimated that the total number of people with diabetes in 2013 was around 65.1 
million, rising to 109 million by 2035. 

 

1.1. Vascular complications of diabetes

 Microvascular and macrovascular complications manifesting as chronic vascular com-
plications of diabetes, which are the major causes of morbidity and mortality (Fig 2). Diabe-
tes especially type 2 diabetes (due to increased prevalence) has become the principal cause 

Figure 1: Global prevalence of diabetes mellitus (Adapted from Guariguata  et al [2])



of blindness and end stage renal disease. About 30-45% of all diabetic subjects suffer from 
microvascular complications. Patients with diabetes are at two to four times increased risk 
of coronary heart disease, cardiovascular disease and related deaths than those in the general 
population. Patients with diabetes are at four times higher risk of developing peripheral vascu-
lar disease (PVD) [3].

 The Diabetes Control and Complications Trial (DCCT) and United Kingdom Prospec-
tive Diabetes Study Trial (UKPDS) have clearly demonstrated the vital importance of intensive 
glycemic control in preventing the progression of diabetic complications. Hyperglycemia in-
duces a variety of metabolic changes, which includes activation of polyol pathway, activation 
of the diacylglycerol protein kinase, and increased oxidative stress (Fig 3). Hyperglycemia 
inflicts cumulative long-term structural and functional changes in important macromolecules 
through advanced glycation end products (AGEs). Endothelial dysfunction in diabetes is most 
often described in the context of oxidative stress. This chapter summarizes the role of AGE-
RAGE-oxidative stress system in diabetic vascular complications and its therapeutic interven-
tions.
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Figure 2: The major diabetic complications (Adapted from Bate et al [3])



1.2. Hyperglycemia and oxidative stress

 Oxidative stress (OS) is an imbalance between the production of free radicals and the 
body’s antioxidant defense system. Free radicals are atoms or molecules that contain one or 
more unpaired electrons. Oxygen alone or either associated with hydrogen ion or nitrogen, 
can be converted into very highly reactive molecules, including OH radicals, superoxide, NO, 
H2O2  etc., which rapidly interact with proteins, lipids and carbohydrates [4]. These highly re-
active molecules attach to the normal cellular components, changing them into abnormal ones. 
Thus a critical cell membrane protein can become very rigid instead of being flexible, which 
impairs cell functions and may lead to cell death giving rise to various complications (Fig 4) 
[5].

 Free radicals are formed disproportionately in diabetes by glucose oxidation, non-en-
zymatic glycation of proteins, and subsequent oxidative degradation of glycated proteins [6]. 
Abnormally high levels of free radicals and the simultaneous decline of antioxidant defense 
mechanisms can lead to damage of cellular organelles and enzymes, increased lipid peroxida-
tion, and development of insulin resistance. Therefore OS is considered a common endpoint 
of chronic disease like diabetes [7] and is often characterized by an increase in superoxide 
and hypochlorous acid. OS can modulate a wide variety of biological processes by coupling 
signals at the cell surface with changes in gene expression, suggesting the multiple signaling 
pathways are involved [8]. Indeed, reactive oxygen species (ROS) may be defined as true 
second messenger molecules that regulate various signal transduction cascades upstream of 
nuclear transcription factors, including modulation for Ca2+ signaling protein kinase and pro-
tein phosphate pathways [8].
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Figure 3: Hyperglycemia and its mechanism (Adapted from Brownlee M [8])



 At physiologic levels, oxidants are important signaling molecules that are involved in 
processes such as cell growth and regulation of transcription factors like nuclear factor-kappa 
B (NF-kB). Normally the cell regulates the amount of oxidants very closely. The amount of 
oxidants in the cell is determined by the balance of production of oxidants versus the destruc-
tion of oxidants (called reduction) by antioxidants. Thus, increased oxidant production and/or 
decreased antioxidant function can lead to increased oxidant stress. Increased production of 
oxidants in diabetes occurs due to high glucose. Brownlee et al, have shown that high glucose 
activates superoxides production (a form of oxidant) in the mitochondria [9]. According to 
their hypothesis, the superoxides produced by the mitochondria lead to inhibition of a particu-
lar glycolytic enzyme glyceraldehyde 3 phosphate dehydrogenase (GAPDH) causing a build-
up of molecules upstream of this enzyme. These molecules are then shunted to other pathways 
and can activate PKC β, aldose reductase and other pathways.

 Increased hyperglycemia derived electron donors from the TCA cycle (NADH and 
FADH) generates a high mitochondrial membrane potential by pumping protons across the 
mitochondrial inner membrane. This inhibits electron transport at complex III, increasing the 
half life of free radical intermediates of coenzyme Q (ubiquinone), which reduce O2 to su-
peroxide. Another well described source of increased oxidant production is via activation of 
an enzyme called reduced nicotinamide adenine dinucleotide phosphate (NADPH) oxidase. 
NADPH oxidase generates superoxide by transferring electrons from NADPH inside the cell 
across the membrane and coupling these to molecular oxygen to produce superoxide anion, a 
reactive free radical [10].

 The mechanisms described above are the causal factor in the development and progres-
sion of diabetic complications by increased OS development. Under hyperglycemic conditions, 
the factors that stimulate the above mentioned enzyme remained to be defined. AGEs may be 
one of an important factor which leads to increased NADPH oxidase activity and thereby en-
hance the OS. NADPH oxidase is a critical component of macrophages and neutrophils and is 
also found in many other cell types. NADPH oxidases are multi-subunit, membrane associated 
proteins that catalyze electrons reduction of oxygen using NADPH as an electron donor [11]. 
Diabetic patients exposed to high level of OS, which play an important role in pathogenesis 
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Figure 4: Hyperglycemia and oxidative stress.



of diabetes associated complications. Increasing evidence in both experimental and clinical 
studies suggested that OS plays an important role in the pathogenesis of diabetes mellitus [12, 
13].Oxidative stress has also been strongly implicated in the development and progression of 
vascular complications [14]. Chronic exposure of biomolecules like lipids, proteins and DNA 
to higher level of ROS leads to peroxidation and oxidation reaction that results in protein car-
bonyl (PCO) formation, oxidants of thiol (T-SH) groups, advanced oxidation protein products 
(AOPP) generation, lipid peroxidation and DNA damage. These OS markers have been shown 
to be enhanced significantly in diabetic patients [13]. 

 Serum malondialdehyde (MDA) level is a sensitive marker of lipid peroxidation that is 
a useful measure of OS status. MDA is a decomposition product of peroxidised polyunsatu-
rated fatty acid. Lipid peroxidation was estimated by measuring the level of MDA through 
thiobarbituric acid reaction [15]. In our previous report, we observed higher serum MDA level 
in patients with diabetes mellitus compared with healthy controls and significantly more el-
evated in patients having vascular complications compared with T2DM patients without vas-
cular complications showing enhanced OS in diabetic patients [16]. Cakatay et al, has reported 
that plasma level of MDA in diabetic patients with poor glycemic control may contribute to 
the development of diabetic complications [17]. Various studies have also reported high levels 
of lipid peroxidation in diabetic patients [16-19]. Lipid peroxidation of several structures, a 
consequence of increased oxygen free radicals, is thought to play an important role in the de-
velopment of vascular complications in diabetes [20]. MDA is a major player in low density 
lipoprotein (LDL) modification and is a product of the peroxidation of arachidonic, eicosapen-
taenoic and docosahexaneoic acids [21]. Oxidised-LDL (ox-LDL) results from the interaction 
between aldehydes such as MDA and lysine residue in apoB-100 of LDL [22]. The pathologic 
effects of ox-LDL plays an important role in the induction of diabetic complications.

 Another important marker of protein oxidation AOPP has begun to attract the attention 
of various investigations. Advanced oxidation protein products have been described by Witko-
Sarsat et al for the first time [23]. They are formed during OS by the action of chlorinated oxi-
dants, mainly hypochlorous acid and chloramines (produced by yellow peroxidaes in activated 
neutrophils). AOPP are defined as dityrosine-containing cross-linked protein products and are 
considered as a reliable marker to estimate the degree of protein oxidation [23]. Protein oxi-
dation may represent an important mechanism in the onset of complications in patients with 
diabetes. Oxidative modification of proteins that give rise to dityrosine and carbonyl groups 
generally cause loss of catalytic or structural function in the affected proteins. It is likely the 
level of oxidized proteins observed during diabetes may have serious deleterious effects in the 
development of vascular complications. In our previous study, we reported an elevated level 
of PCO and AOPP in diabetic patients having vascular complications [16]. Various studies also 
observed elevated levels of these protein oxidation markers in diabetic subjects [24-26].
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 The mechanism how AGEs induce OS in diabetes is not clearly understood. AGEs can 
mediate their effect via specific receptors, such as receptors for AGEs (RAGE). AGE-RAGE 
interaction activates multiple signals such as NADPH oxidase, p21RAS, NF-kB, MAP kinase, 
TGF-β, vascular adhesion molecules, etc. This transcribes number of pro-inflammatory genes 
and subsequently elicits vascular inflammation, over expression of endothelial growth factor, 
impaired fibrinolytic affinity, platelet aggregation, angiogenesis and thrombosis, thereby play-
ing a central role in the pathogenesis of vascular complications in diabetes by enhancing the 
OS development [27,28].

2. Biochemistry of Formation of Advanced Glycation End Products

 Hyperglycemia associated with diabetes mellitus stimulates non-enzymatic reaction 
between the free amino groups of proteins and carbonyl groups of reducing sugars or other 
carbonyl compounds leading to enhanced formation of AGEs, also known as the Maillard 
reaction [29-31]. Advanced glycation end product formation is a complicated molecular pro-
cess involving multistep reaction. At an early stage, glucose (or other reducing sugars such as 
fructose, pentose, galactose, mannose, xylulose) reacts with a free amino group of biological 
amines to form an unstable compound, the Schiff base which undergoes a rearrangement to a 
more stable product known as Amadori product [32]. In an intermediate stage, the Amadori 
product degrades to a variety of reactive dicarbonyl compounds such as glyoxal, methylgly-
oxal, and deoxyglucosones via dehydration, oxidation and other chemical reactions. In the 
late stage of glycation, non-reversible compounds called AGEs are formed through oxida-
tion, dehydration and cyclization reactions (Fig 5). The AGEs are yellow-brown, fluorescent 
and insoluble adducts that accumulate on long-lived proteins, thus impair their physiological 
functions [33]. AGEs-modified proteins lose their specific functions and undergo accelerated 
degradation to free AGEs such as 2-(2-Furoyl)-4(5)-(2-furanyl)-1H-imidazole (FFI), imida-
zolone, N-ε-carboxy-methyl-lysine (CML), N-ε-carboxy-ethyl-lysine (CEL), glyoxal-lysine 
dimmer (GOLD), methyl-glyoxal-lysine dimer (MOLD), and others. In addition, AGEs can 
also act as cross-linkers between proteins, resulting in the production of proteins-resistant ag-
gregates.
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 In the Maillard reaction, formation of reactive intermediate products during Amadori re-
arrangement is very important. These compounds are known as α-dicarbonyls or oxoaldehydes 
such as 3-deoxyglucosone, methylglyoxal (an intermediate product of Maillard reaction) [7]. 
Furthermore, humans are also exposed to exogenous AGEs, which are ingested with food. 
Over a dozen AGEs have been detected in tissues and can be divided into three categories: 1. 
Fluorescent cross-linking AGEs such as pentosidine and crossline. 2. Non-fluorescent cross-
linking AGEs such as imidazolium dilysine cross-links, alkyl formyl glycosyl pyrrole (AFGP) 
cross-links and arginine-lysine imidazole (ALI) cross-links. 3. Non-cross-linking AGEs such 
as pyrraline and N-carboxymethyllysine (CML) [34].

 The other well studied mechanism for the formation of AGEs is the polyol pathway, 
where glucose is converted into sorbitol by the enzyme aldolase reductase and then to fructose 
by the action of sorbitol dehydrogenase [35, 36]. Fructose metabolism as fructose 3-phosphate, 
then is converted into α-oxaldehydes and interacts with monoacids to form AGEs. Thus, at least 
three pathways are responsible for AGEs formation including Malliard reaction, oxidation of 
glucose and peroxidation of lipids and finally through polyol pathway. The serum AGEs level 
was determined spectrofluorometrically at emission maximum (440 nm) upon excitation at 
350 nm [26]. Briefly, serum was diluted 1:50 with phosphate buffer saline (PBS) (pH=7.4) and 
fluorescence intensity was expressed in arbitrary units (AU). Total serum AGEs were also de-
termined by ELISA using commercial kits. Previously, we reported higher levels of circulating 
AGEs in patients with micro and/or macro-vascular complications indicating that higher the 
serum AGEs level, higher the likelihood of development of vascular complication of diabetes 
[16,37,38]. Earlier gradual increase in serum AGEs level have been reported with the severity 
of atherosclerosis in diabetic patients [39,40]. Kalusova et al determined AGEs spectrofluoro-
metrically and found AGEs were about 23% higher in diabetic patients compared to healthy 
individuals [26]. In recent studies, AGEs level has been suggested to act as a predictor of CVD 
mortality and diabetic nephropathy [39-43].

2.1. Metabolism of advanced glycation end products 

 Once the AGEs are formed, they interact with their receptors namely: AGE-R1, AGE-
R2, AGE-R3 and RAGE.

2.1.1. AGE-R1 (oligosaccharyltransferase-48)

 AGE-R1 is a cell surface associated receptor that opposes excessive ROS generation 
by AGEs. AGE-R1 is linked to the endocytosis and removal of AGEs [44] and to the suppres-
sion of MAPK and NF-kB activity, via inhibition of AGE-induced ROS generation [45]. Thus, 
AGE-R1 appears to control the activation of distinct cellular pathways and protects against 
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Figure 5: Formation of advanced glycation end products.



vascular disease promoted by oxidants [46]. Interruption of AGE-R1 dependent uptake of 
AGEs and subsequent degradation is associated with accelerated glomerular renal pathology 
in the spontaneous non-obese diabetic strains of mice [47]. AGE-R1 may be suppressed or 
saturated in circumstances of sustained AGE-induced OS when RAGE is up-regulated and 
AGE-R1 to RAGE ratio is negative. Diminished expression of AGE-R1 in circulating mono-
nuclear cells and a corresponding elevation in serum AGE levels are seen in human subjects 
with severe diabetic complications [47].

2.1.2. AGE-R2 (80K-H phosphoprotein)

 AGE-R2 is an 80 to 90kD protein involved in the intracellular signaling of various 
receptors like fibroblast growth factor receptor. AGE-R2 contains a tyrosine phosphorylated 
section in the plasma membrane of the cell [48].

2.1.3. AGE-R3 (galectin-3)

 AGE-R3 belongs to lectin family of carbohydrate binding protein. AGE-R3 is up-reg-
ulated in hyperglycemia after exposure to AGEs. Galectin-3 knockout mice have developed 
accelerated glomerulopathy in response to diabetes, with increased renal glomerular AGE ac-
cumulation and diminished scavenger receptor expression [49].

2.1.4. Receptor for advanced glycation end products (RAGE)

 RAGE is the best characterized and the most studied receptor for AGEs [50]. The main 
receptor which is responsible for AGEs related diabetic complications is RAGE which appears 
to activate a stress response leading to inflammation and cellular dysfunction. AGEs bind 
to specific receptor RAGE which is expressed in many of the cell types which includes en-
dothelium, monocytes/macrophages, T-lymphocytes, neuronal cells and glomerular epithelial 
(podocyte) cells [51-54]. RAGE is highly expressed at the mRNA and protein levels in early 
developmental stages under normal physiological conditions [55]. RAGE expression occurs in 
most tissues, including the heart, liver, brain and kidney [56-58]. Since its isolation in 1992, a 
growing body of scientific evidence has demonstrated a role for RAGE in the pathogenesis of 
diabetes and its vascular complications [59].

2.1.5. Molecular structure of RAGE

 RAGE is a 45kD transmembrane receptor of immunoglobin super family and is com-
posed of 404 amino acid [50]. RAGE consists of three distinct domains as shown in Fig.6
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1. Extracellular domain (amino acids 1-339): This extracellular component has three im-
munoglobulin-like (Ig) domains. The N-terminal Ig domain is assigned to the V-set of Ig-like 
molecules and is known as the V domain of RAGE. The other two Ig domains are part of the 
C1 and C2 set. The N-terminal V domain is located far away from the plasma membrane, but 
the C2 domain lies close to the membrane. V and C1 domains can be joined together to form 
an elongated structure. V and C1 domains can be fixed and become the VC1 domain, which 
can connect to the C2 domain by several amino acids that have no secondary structure, which 
allows the VC1 and C2 domains to link. NMR spectroscopy studies have shown that VC1 
moves as a single unit and can combine with the C2 domain. 

 The V domain consist a large amount of arginine and lysine, which carry positive charge 
at neutral pH. RAGE V domain has more arginine and lysine than the V-set of Ig domains. 
Arginine and lysine residues form large positively charged patches on the surface of the V and 
C1 domains. Meanwhile, C2 domain has mainly acidic residues on its surface and is nega-
tively charged. Because the two domains are oppositely charged, the extracellular component 
of RAGE is subdivided. This subdivision is reflected in the ligand binding properties of the 
different domains since ligands do not bind to C2 due to charge repulsion. Most ligands tend 
to bind to the V domain or the VC1 domain since ligands are negatively charged. There is only 
one case where a ligand has bound to the C2 domain. Nonetheless, charge-charge interactions 
are important for the formation of the receptor-ligand complex and suggested that the positive-
ly charged ligand-binding domain of the RAGE molecule can recognize certain arrangements 
of negative charges of ligands and can recognize these as common features for the ligands.

2. Single transmembrane domain (amino acid 340-361): Transmembrane domain is a sin-
gle hydrophobic helix.

3. Short intracellular cytoplasmic tail (amino acids 362-404): An intracellular domain con-
sists of highly acidic short 42 amino acid cytoplasmic tail, which is essential for RAGE-medi-
ated signaling and overall RAGE function.
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 Apart from the full length, RAGE also available as soluble circulating isoform includ-
ing sRAGE1/2/3, esRAGE (endogeneous soluble RAGE) and hRAGEsec (human RAGE se-
creted). A number of mechanisms have been reported that lead to the production of soluble 
proteins, alternative splicing of the mRNA to remove the transmembrane domain and the pro-
teolytical cleavage from the cell surface. Various studies of RAGE have shown that sRAGE 
can be formed by both alternative splicing and proteolytic cleavage [60-62].

3. Role of RAGE Genetic Variants And Its Expression In Diabetes And Its Complica-
tions

 Type 2 diabetes mellitus is genetically heterogenous disease, caused by interaction be-
tween genetic and environmental factors [63]. As described earlier, prevalence of T2DM var-
ies with geographic regions and ethnicity of the population and AGE-RAGE interaction play a 
significant role. The up-regulation and pathogenic effects of RAGE in diabetic vascular com-
plication as well as multiple genetic variants identified for RAGE, suggests a significant role 
of RAGE as an important contributing mechanism in diabetes and its complications. The gene 
encoding RAGE is located on chromosome 6 in major histocompatibility complex, a region 
of a genome containing number of inflammatory genes [64]. Genetic studies have identified 
approximately 30 polymorphisms in the RAGE gene at exons, introns and in the 5’ flanking 
region as shown in Fig 7 [65]. Sequence variation in the RAGE gene has been studied and a 
relatively large number of single nucleotide polymorphisms (SNPs) in the coding and non-
coding region of the RAGE gene have been identified recently. The functional impact of sev-
eral of them on the transcriptional activity, ligand binding or intermediate phenotype has been 
described.

3.1. Promoter region polymorphism of RAGE gene

 The up-regulation of RAGE gene expression is a hallmark of vascular disease and there-
fore genetic variation affecting RAGE m-RNA or protein levels may therefore an important 
disease marker. The RAGE gene is regulated by a promoter region (1.5 KB) up-stream of the 
transcription start site and within this region, numerous polymorphisms have been identified 
including -374T/A and -429T/C substitution [65]. Recent studies have revealed that -374 T/A 
(rs 1800624) and -429T/C (rs 1800625) polymorphisms in the promoter region considered 

Figure 7: SNP map for RAGE gene. (Adapted from Hudson et al. [65])
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as an important genetic variation as targets for association studies due to its marked effect on 
transcriptional activity which may alter AGE-RAGE interaction leading to an altered signaling 
cascade [66-68]. 

 Falcone et al has reported that conversion of T to A substitution of -374 T/A polymor-
phism results in repression of receptor expression inefficiency in RAGE cellular signaling. In 
our previous study, we reported protective nature of -374A mutant allele towards macrovascu-
lar  complications in diabetic subjects [69, 70]. Similar observations were found in case control 
studies which revealed a strong link between an individual’s possessions of the -374A allele of 
AA genotype and protection against vascular disease. This includes decreasing risk of cardio-
cerebral vascular disease [71-74]. A decrease restenosis of the angioplasty [75], decrease in 
the number of affected vessels [76,77], a decrease mortality after myocardial infarction [78]. 
Reduce risk of coronary artery disease for -374A allele has reported in African – Brazilian and 
Caucasian-Brazilian population independent of the risk factor associated with this complica-
tion [73,77]. In Caucasian populations Zee et al has reported that patients carry -374A variant 
has reduced risk of ischemic stroke [72]. However, no association has been reported with dia-
betic retinopathy [79,80]. A meta analysis report has also reaffirmed the protective nature of 
-374A allele towards development of macrovascular complications in DM patients [81].

 Proximal to the −374T/A polymorphism, −429T/C is another polymorphic variant. Al-
though this variant was shown to increase transcriptional levels in various studies, unlike the 
−374T/A SNP. In our recent study, we reported -429C mutant allele was associated with the 
development of macrovascular complications in T2DM subjects in a highly significant man-
ner (p < 0.001) [70]. However, in Chinese and Slovene population, no association has been 
reported [82,83]. In contrast, another study reported increased risk of diabetic retinopathy 
among patients with the TC or CC genotypes [68]. Not many studies are available on -429T/C 
promoter polymorphism in Indian population.

 The dissimilar association of two promoter polymorphisms i.e. -374T/A and -429T/C 
reveals an interesting outcome. The protective nature of -374T/A polymorphism towards mac-
rovascular complication, while -429T/C showed significant association towards the develop-
ment of macrovascular complication in diabetic patients. This opposite phenotypic character-
istics of these two promoter region polymorphisms may be attributed to their dissimilarity in 
association to diabetic complications and also due to strong linkage disequilibrium. -374T/A 
polymorphism has been shown to cause repression of RAGE gene expression [68]. The lesser 
the RAGE gene expression, lesser will be its binding with ligand and consequent lesser sig-
nal transduction for pro-coagulant or pro-thrombotic gene and thereby imparting protection 
towards vasculature. On the other hand -429T/C promoter polymorphism has been shown to 
increase RAGE gene transcript [76]. The enhanced availability of RAGE augments AGE bind-
ing and induce downstream signaling resulting in release of proinflammatory cytokines and 
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adhesion protein that favors thrombosis and eventually capillary leakage and occlusion.

3.2. Coding change polymorphisms in the RAGE gene 

 The G82S polymorphism was one of important identified naturally occurring polymor-
phism of the RAGE gene at position 82 proximal to an N-glycosylation site (position 81) is 
involved in ligand binding and downstream signaling has also attracted considerable inter-
est and therefore strongly suggests that this variant may affect RAGE function [65,84]. This 
polymorphism is the only frequent coding-change polymorphism in the RAGE gene, with 
all other polymorphisms identified to change the amino acid sequence occurring in less than 
1% of subjects [65]. Most recently, Xie et al. [85] investigated the protein structural changes 
of this variant and revealed that the Ser82 substitution lead to local structural changes in the 
V-domain, and also it imparted more widespread overall tertiary structural alterations in the 
extracellular domain. In our previous study, we observed a significant association of Ser82 
mutant allele with microvascular complications in T2DM patients [70]. Similar to our finding, 
the mutant allele (Ser82) has been shown to be associated with the development of microvas-
cular complications in Chinese, Caucasian and North Indian population [86-89]. A meta analy-
sis report has also reaffirmed the significant association of Gly82Ser polymorphism towards 
development of diabetic retinopathy among Asian populations [90]. Although, various studies 
found no association between Gly82Ser polymorphism and diabetic complications in various 
other populations such as Malaysian, Brazilian and Japanese [91-93].  Mutant allele (Ser82) 
of G82S RAGE displays enhanced ligand binding and downstream signaling which leads to 
microvascular complications. How RAGE signaling induces microvascular complications in 
T2DM subjects has not been fully elucidated. It was reported that NF-қB mediated enhanced 
expression of pro-inflammatory and pro-fibrotic cytokine TGF-β is responsible for retinal and 
renal damage, characteristics of microvascular complications [94,95].

 The other functional variant identified in the RAGE gene was a 63 bp deletion which 
spans from −407 to −345 of the promoter (transcriptional) region. Due to its incidence being 
<1% in populations the use of this variant as a genetic marker for the disease is limited to date 
[67]. Studies of other RAGE gene promoter variants in the 5’ flanking region make difficult 
due to the overlapping 3′-UTR of the PBX2 gene on chromosome 3 [94]. In essence, this 
means any variant amplified within this region is in fact amplifying both chromosome 6 and 
3 and therefore renders it very difficult to genotype specific variants. The other possible ge-
netic variation in the RAGE gene occurs within the intronic regions, which may affect RAGE 
mRNA splicing and therefore alter the ratio of splice variant and hence the levels of full-length 
and sRAGE. Although no variants exist proximal to or within exon/intron boundaries, a num-
ber of variants have been identified within introns 7 and 8 [94]. These include the +1704G>T, 
+2184A>G and +2245G>A which were first identified in a Czech population and demonstrat-
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ed to be associated with diabetic microvascular dermatitis [94]. Subsequent studies by these 
researchers demonstrated an association of the +1704G>T and +2184A>G with antioxidant 
status in Type 2 diabetes, but not with proliferative retinopathy [89]. However, limited studies 
of only the +1704G>T have been performed in other populations [89,93]. Further studies in 
large numbers of subjects are required to thoroughly investigate these variants.

4. Therapeutic Intervention of AGEs

 Inhibition of AGEs formation and attenuating the AGEs-mediated effects may be con-
sidered as ideal candidates for pharmaceutical intervention in the amelioration of diabetic 
vascular complications. Therapies against the AGEs mediated effect can through diverse path-
ways, like inhibiting the production of Amadori products, decreasing AGE-RAGE interaction, 
detoxifying dicarbonyl intermediates and interrupting biochemical pathways that impact on 
AGEs level. Since OS plays an important role in the development of vascular complications, 
antioxidants shows beneficial effects on AGE- mediated vascular complications through sup-
pression of intracellular ROS generation.

4.1. Aminoguanidine

  Aminoguanidine (Pimagedine,) is a pharmacological inhibitor of the advanced 
glcosylation pathway and it also reacts with many biological molecules, including pyridoxal 
phosphate, pyruvate, glucose, MDA, and others [30, 96]. Aminoguanidine is a therapeutic 
agent for prevention for AGEs formation. It reacts rapidly with alpha, beta-dicarbonyl com-
pounds such as methylglyoxal, glyoxal and 3-deoxyglucosone to prevent the formation of 
AGEs [97]. Inhibition of disease mechanisms, particularly vascular complications in diabetes, 
by aminoguanidine has provided evidence that accumulation of AGEs is a risk factor for dis-
ease progression [30]. Aminoguanidine has other pharmacological activities, inhibition of ni-
tric oxide synthase and semicarbazide-sensitive amine oxidase, at pharmacological concentra-
tion achieved in vivo for which controls are required in anti-glycation studies [98]. Use of the 
high concentration of aminoguanidine in-vitro brings these reactions and related effects into 
play. Aminoguanidine prevents the formation of fluorescent advanced non-enzymatic glycosy-
lation products and of glucose derived collagen cross links in-vitro. It appears that the primary 
mechanism by which aminoguanidine inhibits the formation of advanced glycosylation end 
products is by reacting with Amadori derived fragmentation products such as 3-deoxygluco-
sone [99].

4.2. N-acetylcysteine

 N-acetyl-L-cysteine (NAC), a thiol containing acetylated form of the amino acid L-
cysteine that functions as a precursor of glutathione synthesis [100]. Glutathione (GSH) is an 
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important thiol involved in cellular detoxification. GSH plays a physiological role in main-
taining the body homeostasis and in protecting cells against oxidants, toxicants, DNA damag-
ing agents, and carcinogens of either exogenous or endogenous source [101]. The presence 
of sulfhydryl groups in NAC also enables the neutralization of free radicals. It is a powerful 
scavenger of HOCl and is capable of reducing HO and H2O2 and act as a powerful antioxi-
dant [102]. NAC occurs in two forms L and D, only L-NAC is active; L-NAC is metabolized 
to cysteine and then GSH, but D-NAC is not. NAC acts outside the cell to reduce cystine to 
cysteine, which can be transported into the cell 10 times faster than cystine and further used 
in the biosynthesis of GSH. By facilitating GSH biosynthesis, NAC serves an indirect anti-
oxidant role where it can enhance glutathione-S-transferase activity; supply GSH for glutathi-
one peroxidase catalyzed detoxification of peroxides [103]. This compound is sold as a dietary 
supplement commonly claiming anti-oxidant and liver protecting effects. It is used as a cough 
medicine because it breaks disulfide bonds in mucus and liquefies it, making it easier to cough 
up. It is useful in thinning the abnormally thick mucus in cystic and pulmonary fibrosis pa-
tients [104].

 NAC has found to protect the beta cells in culture and in vivo from “glucose toxicity” 
preserving insulin synthesis and secretion [105]. Gibson et al suggested that NAC reduce 
thrombotic propensity in T2DM patients by increasing platelet anti-oxidant status and GSH 
synthesis, thereby lowering platelet derived ROS [106]. NAC helps to increase nitroglycerin 
activity, thereby, potentiates the coronary dilating and anti-platelet effects of nitroglycerin 
and limits the development of hemodynamic tolerance to nitroglycerin. AGE-RAGE medi-
ated ROS generation induces mesangial cell hypertrophy, and fibronectin synthesis has been 
reported to be inhibited by NAC [107]. 

4.3. Resveratrol

 Resveratrol (3,5,4 trihydroxy-trans-stillbene) is a stilbenoid, a type of natural phenol,  
and phytoalexin produce naturally by several plants. Resveratrol is a member of a group of 
plant compounds called polyphenols. These compounds are thought to have anti-oxidant prop-
erties, protecting the body against the kind of damage linked to increased risk for conditions 
such as cancer and heart disease. Beneficial effects of resveratrol including telomere lengthen-
ing, telomerase activity enhancement, anti-inflammatory and blood sugar lowering have been 
reported in mouse and rat model. Reseveratrol gets extensively metabolized in the body. Liver 
and gut is the major site of metabolism. [108]

 Resveratrol has been shown to inhibit platelet activation and aggregation, suppress 
TNF-induced activation of nuclear transcription factors [109], inhibit the generation of reac-
tive oxygen species by human polymorphonuclear leukocytes [110]. Resveratrol has also been 
reported to reduce the risk of cardiovascular and tumoral disease by acting on the mechanisms 
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that regulate the expression of growth factors and cytokines such as transcription factor NF-kB 
[111]. Resveratrol has been reported to afford cardiovascular protection and to reduce athero-
sclerosis by various mechanisms. These include modulation of lipid turnover, production of 
eicosanoids, oxidation of lipoproteins and reduction of platelet adhesion [112]. Thus, resvera-
trol may be considered as an effective therapeutic agent for the treatment of diabetes mellitus 
and its associated complications.

4.4. Curcumin

 Curcumin is the principal curcuminoid extracted from the rhizomes of the plant Curcuma 
longa (popular Indian spice turmeric), a member of ginger family found in south and southeast 
tropical Asia [113]. The curcuminoids are polyphenols and are responsible for the yellow color 
of turmeric. Curcumin can exist in at least two tautomeric forms, keto and Enol. The Enol form 
is more energetically stable in the solid phase and in solution. Curcumin incorporates several 
functional groups having molecular formula C21H20O6. Potential factors that limit the bioavail-
ability of curcumin include poor absorption, rapid metabolism and rapid systemic elimination. 
Numerous approaches to increasing curcumin bioavailability have been explored, including 
the use of adjuvants [114].

 Curcumin has shown diverse and versatile beneficial effects, including anti-inflamma-
tory, anti-oxidative, anti-viral, anti-hypercholestermic, anti-infective and anti-carcinogenic ef-
fects [115]. This polyphenol has been shown to reduce risk of cancer, heart disease, Alzheimer’s 
disease, and diabetes mellitus [116]. Curcumin supplementation improved diabetes-induced 
endothelial dysfunction through lowering plasma glucose levels, decreasing superoxide pro-
duction and inhibiting protein kinase C activation [117]. The preventive effect of curcumin on 
the level of AGEs and cross-linking of collagen in diabetic rats has been reported with respect 
to prevention of AGE-induced complications in diabetes mellitus [118]. Xu et al. has reported 
that curcumin inhibited the proliferation of activated hepatic stellate cells and this has been 
mediated by curcumin induction of gene expression of PPARg and PPARg activation [119]. 
Okamoto et al has also been reported the preventive effects of curcumin on AGE-induced in-
crease in NF-kB and AP-1 activity, vascular endothelial growth factor m-RNA up-regulation 
and the resultant increase in DNA synthesis in microvascular endothelial cells [120].

5. Summary

 This chapter summarizes that AGEs formation appears to be enhanced under hypergly-
cemic condition. Increased glycation of plasma protein and its accumulation plays an impor-
tant role in the pathogenesis of diabetic vascular complications. Up-regulation and pathogenic 
effect of AGEs receptor, i.e. RAGE, expression and its genetic variant plays an important role 
in the pathogenesis of diabetes and its vascular complications, the molecular mechanism of 
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activation of RAGE needs to be investigated. The possibility of reducing glycation of protein 
or circulating AGEs or blocking RAGE is an approachable target of delaying or preventing the 
onset of diabetic complications. Various compounds are under investigation for their possible 
therapeutic intervention. Finally, the use of AGEs as biomarkers/predictors of diabetic compli-
cations may be helpful to reduce health problems in diabetic patients.
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 The tunable surface chemistries have dramatically increased by expanding 
the structural arrangements of nanocrystals with many different strategies. Novel 
synthesis of functional colloidal nanocrystals has been developed over the past de-
cade enabling the production of highly uniform and stable nanoparticles with im-
portant photonic characteristics. In this chapter, we will specifically comment on 
methodologies used in QDs syntheses that make nanocrystals highly biocompatible 
with important applications as luminescent probes. In addition, we will also discuss 
a new category of QDs named magic sized quantum dots (MSQDs), which present 
intense and broad luminescence rangeand greater size stability, turning them spe-
cial tools for multiple biological applications in diagnosis, monitoring and therapy.
Special emphasis will be placed on,safety, biocompatibility and biospecificity of 
nanomaterials, which are of great concern as new techniques and novel nanocrys-
tals emerge.
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1. Introduction

 Quantum dots (QDs) of cadmium chalcogenides (CdSe, CdS and CdTe) have been used 
in several biological applications, since both absorption and emission spectra can be controlled 
as a function of size and shape [1-3]. As biological markers, QDs present several advantages 
over traditional organic fluorophores, such as long fluorescence lifetime(around 100 times 
greater) that allows to distinguish it from the background signalsobserved as autofluorescence-
withshorter fluorescence absorption lifetime [4], greater photo-resistance and chroma-degra-
dation, and a highlytunable fluorescence intensity [4,5]. However, QDs cytotoxicity is still a 
highly important subject due to its unpredicted behavior in the environment and within bio-
logical systems. We will specifically discuss, in this chapter, QDs syntheses methodologies, 
structural and physical characterizations, surface functionalization and bioconjugation, safety, 
biocompatibility and their applications

 Zinc oxide (ZnO) and titanium dioxide (TiO2) nanocrystals (NCs) have been widely 
used in sunscreens; therefore, biocompatibility and toxicity are inherently important subjects 
to investigate. ZnO is a group II-VI semiconductor with a hexagonal wurtzite crystal structure, 
with a broad energy band (3.37 eV), high bond energy (60 meV), and high thermal and me-
chanical stability at room temperature [6]. Furthermore, ZnO nanocrystals have antibacterial 
properties [7], and it has been added to several materials, including cotton fabrics, rubber and 
food packaging [8]. 

 TiO2 is semiconductor with bandgap around 3.0 eV (rutile) or 3.2 eV (anatase), with 
high photochemical stability [9]. When the size of the NCs is greatly reduced, the surface vol-
ume ratio increases and the quantum confinement effects may appear. In addition to size and 
shape, the crystalline phases of TiO2 NCs also enable changes in physical properties. TiO2 is 
a polymorphic material with three allotropic forms, namely anatase, brookite and rutile, with 
tetragonal (I41/amd), orthorhombic (Pbca) and tetragonal (P42/mnm) forms, respectively [10]. 
The anatase phase of TiO2 NCs presents higher electron mobility, low dielectric constant, lower 
density, lower capacity to adsorb oxygen and higher degree of hydroxylation. The rutile phase 
has the highest thermodynamic stability at room temperature and pressure, but with higher 
levels of defects, besides being easier to be reduced. The brookite is the least studied crystal-
line phase due to the difficulties of production of a pure phase. This phase is often observed as 
a by-product when the precipitation is carried out in an acidic medium.

 In view of these broad characteristics the systematic study of biocompatibility and 
genotoxicity in function of the size and crystalline phase of ZnO and TiO2 NCs will also be 
approached in this chapter

Keywords: nanocrystals; magic sized quantum dots; biocompatibility; genotoxicity; specific probe
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2. Nanocrystals and quantum dots

 The theory of crystal formation in solution is not a very simple matter and involves the 
analyses of several parameters used in the synthesis process. This section will cover an over-
view of crystal nucleation and growth processes.

 The crystal growth occurs due to the crystallization of a homogeneous phase that begins 
and extends progressively from discrete centers distributed throughout the material. Thus, 
crystal formation occurs by sequential and periodic ordering of atoms in a standard structure 
and their growth due to the attachment of species present in the solution capable of reacting at 
the growth site, producing elements that will be part of the crystal structure. The crystal grows 
in the solution in order to decrease the free energy in the system as a result of two factors: 
achieving an orderly distribution of particles with maximum compensation of the chemical 
bonds and the mobility of the particles [11].

 Figure 1 represents in (a) the most convenient energy position for grouping elementary 
entities that are at point 1, in which the least convenient is point 6. Small numbers indicate (in 
arbitrary units) the amount of energy released with the grouping of elementary entities in a 
given position (b) to the process of nutrition of the phases. Thus, nanocrystals are nanometric 
scale crystals.

  

 Nanocrystals can exhibit bulk and quantum confinement properties depending of the 
size and shape. Quantum dots (QDs) are nanocrystals that present quantum confinement in 
three dimensions. These dimensions must be larger than the lattice parameter and less or equal 
than Bohr radius of the corresponding bulk material. The Bohr radius of the exciton (rBexc) is 
the distance of the electron-hole pair, which is inversely proportional to the effective mass of 
the carriers (electrons and holes). The effective mass takes into account the mass of the carrier 
(electron or hole) plus the interactions between it and the ions of the crystalline lattice of the 
material [12]. Each material presents an effective mass of its carriers and consequently a given 

Figure 1.(a) Energy positions in the crystal; (b) Growing face of the crystal [11]
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Bohr radius, so depending on the material there may be different ranges of sizes with quantum 
confinement properties.

 Figure 2 shows a schematic representation of spherical nanocrystals that presents quan-
tum confinement properties (quantum dots) and bulk (without confinement), as well as the en-
ergy variation of the exciton with the size of the nanocrystal. When the radius of NCs is larger 
than the Bohr’s exciton (rexc) there is no quantum confinement property (bulk). In nanocrystals 
with bulk properties, energy levels are close to each other forming bands. Where as in quantum 
dots, the energy levels are quantized, resembling an artificial atom. Thus, in QDs the energy 
of the gap is altered with the size, allowing tuning its optical properties. The smaller the QDs 
size the higher the excitation energy.

 The process of luminescence consists of three steps: excitation (creation electron-hole 
by an external source), thermalization (electrons and holes relax for the conduction band and 
valence bottom, respectively) and recombination (electrons and holes recombine producing an 
emission of photons).

 Figure 3a illustrates the absorption process of a photon for the creation of the electron-
hole followed by termination. The carriers position at the ends of the bands and the radiative 
recombine, in which a photon emission occurs in nanocrystals with properties of bulk and 
quantum confinement. It is observed that a decrease in size of QDs increases the transition 
energy between energy bands.

 The quantum confinement properties present in QDs can be observed in the absorption 
and emission spectra, as shown in Figure 3b. In the case of CdSe, the indication of QDs forma-
tion is when the absorption band is at wave lengths shorter than the corresponding bulk mat- 

Figure 2: Variation of energy as a function of the size of the nanocrystals with and without quantum confine-
ment properties [13].
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erial (CdSe = 708 nm). The redshift between absorption and emission bands occurs due to de-
creased energy gap caused by the increase in size of QDs. Thus, based on the absorption and 
emission spectra, it is possible to monitor the growth kinetics. 

 Magic-sized quantum dots (MSQDs) are quantum dots with extremely small sizes (<2 
nm) and physical properties that are completely different from those presented by convention-
al QDs [15-17]. They present thermodynamically stable structures, wide luminescence range, 
great size stability over time, relatively narrow absorption spectra, and/or heterogenic growth 
[16,18-20]. In order to understand these structures Nguyen, Day and Pachtermade theoretical 
predictions of various types of CdSe MSQDs structures that are in agreement with the ex-
perimental results of the literature [21]. The term magic size is related to a (magic) number of 
atoms in the structure that makes MSQDs extremely stable. The wide luminescence spectrum 
occurs because MSQDs have internal atomic defects [20,22,23].

 In addition to these characteristics, the MSQDs also present great stability of the lumi-
nescence within cells, allowing their use in assays that requires biological tracking and moni-
toring [24]. Examples of such property are shown by fluorescence microscopy images of CdSe 
MSQDs in HeLa cells in Figure 4, exposing cells for 24h(a) and 36h(b).

3. Surface functionalization and bioconjugation 

 The functionalization process of QDs consists of coating the surface with organic mol-
ecules that carry specific chemical groups, such as carboxylic acid, thiol, amine, maleimide, 
aldehyde, epoxy, among others [25,26]. Such chemical groups in the QDs surface are used not 

Figure 3: (a) Representative scheme of the absorption and emission process [13];(b) absorption and emission 
spectra of CdSe QDsof different sizes [14].
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only to facilitate their dispersion in biological fluids, but also for conjugation with biological 
molecules, aiming their use as luminescent probes, as shown in Figure 5.

 Another important process is the passivation, which is used to minimize the amount of 
electronic levels between the valence and conduction bands of the semiconductor, usually as a 
result of defects caused during the nanocrystal growth. These levels lead to non-radiative path-
ways by greatly suppressing the luminescence of nanocrystals. Therefore, after performing the 
passivation procedure, the defect levels decrease. This method resumes covering the core of 
the nanocrystal with an organic material or a semiconductor with energy gap larger than that 
of the nucleus as shown Figure 6. Therefore, this procedure is widely used in the synthesis of 
nanocrystals [27-29].

Figura 4: Fluorescence microscopy images of CdSe MSQDs in HeLa cells after (a)24h and(b) 36h [24]

Figure 5: Representation of the functionalization nationalization process in QDs [24]
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 In a recent work, the passivation and functionalization processes have been performed 
in CdSe QDs, which have led to the formation of the CdS shell around the CdSe core of the 
QD as a function of the synthesis temperature [30] and the concentration of the stabilizer with 
external thiol grouping [31]. In addition, it was verified that the intensity of the luminescence 
is not proportional to the thickness of the shell. These methodologies were developed in order 
to increase the luminescence and biocompatibility of QDs, once cytotoxicity is related to the 
amount of Cd2+ ions adsorbed on the surface of the CdSe QDs.

 For biological and biomedical applications that use QDs as specific probes,the biocon-
jugation process is an important step. Depending on the specific chemical group in the surface 
of QDs, it is possible to attach a variety of biomolecules, including nucleic acids, proteins (e.g. 
avidin/streptavidin, albumin and antibodies), polysaccharides, and peptides. Therefore, the 
bioconjugation is performed after functionalization with the aim of coupling biological mol-
ecules to chemical bonds on QDs surface.

4. Biocompatibility of  magic-sized quantum dots

 Biocompatibility is the ability of nanomaterials in not causing toxicity or injury effects 
when in contact with live systems. Therefore, a biocompatible material must induce an ap-
propriate host response [32,33]. The biocompatibility of materials is linked to their capacity of 
induce oxidative stress. An oxidative stress occurs when the production of oxidants surpass the 
antioxidant capacity in living cells. In this scenario, higher amounts of reactive oxygen spe-
cies (ROS) and reactive nitrogen species (RNS) will exceed basal levels. These sub-products 
of oxygen and nitrogen species are implicated in a number of pathological conditions, such as 
cardiovascular and neurodegenerative diseases [34]. The excess of ROS and RNS also cause 
different modifications on DNA and proteins, and enhance lipid peroxidation that, in turn, de-
crease the antioxidant activity of enzymes as catalase, superoxide dismutase and glutathione 
peroxidase [35].

Figure 6: Representation of the process of inorganic passivation in QDs [31].
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 The size and shape of materials have an important effect on the secretion of oxidants 
[36]. The size effect on oxidative stress became mostly evident when tested materialsare par-
ticles. Some publications demonstrated that immune cells, such as macrophages, are typically 
capable of phagocytizing particles below 5 μm [37,38]. The phagocytosis elicits ROS produc-
tion as an attempt to eliminate the internalized material. However, the greatest cellular effects 
are observed with sub-micrometer particles. It is important to point out that nanocrystals can 
directly stimulate ROS formation or trigger their production through activation or inhibition of 
enzymatic pathways. In vivo and in vitro studies demonstrated that the toxicity of nanocrystals 
is closely associated with intracellular ROS production [39]. Regarding QDs, several noxious 
effects have been reported byin vitro assays. Cell death induced by necrosis and apoptosis 
associated with oxidative stress response, and many associated cellular mechanisms, such as 
elevated cytochrome c and calcium, upregulation of Fas, a death receptor on the surface of the 
cell that leads to apoptosis have been reported [40-42].

 Metalsare one of the components of biocompatible materials that arecapable of inducing 
oxidative stress. In many medical implants, metallic materials undergo electrochemical cor-
rosion, which releases products of degradation at the implanted sites, causing the formation 
or ROS and RNS [43].The main reason of oxidative stress in cellular systemscaused by QDs 
is the presence of metal ions. Cadmium ions adsorbed on the surface of the QDs interact with 
oxygen molecules in cells causing significant toxicity [44].However, the reduced number of 
ions adsorbed on QDs surfaces and the diameters of core and shell may improve antioxidant 
properties by altering the uptake of QDs by cells, consequently diminishing the harmful ef-
fects of oxidative stress [41,44]. Based on this, it is important to analyze the biocompatibility 
of QDs with different sizes by evaluating their potential to induce harmful effects and oxida-
tive stress. 

 One of the reasons of QDs harmful effects is the cadmium ions released from the inor-
ganic core [42]. The cytotoxicity of CdSe/CdSxSe1−x MSQDs functionalized with ahydroxyl 
group was investigated by fluorescence microscopy. Figure 7 shows the morphology of HeLa 
cells (A) incubated with CdSe MSQDs (B) and Etoposide (C). Acute cytotoxicity in HeLa 
cells was only observed after overnight exposure to Etoposide at 200 μM. HeLa cells incu-
bated or not with CdSe MSQDs, observed by phase contrast microscopy, usuallyshow a thin 
and elongated form, which are homogeneously distributed throughout the culture and without 
cytotoxicity signs (Figure 5A and B). This specific result is due to the CdSe1−xSx alloy at the 
shell protecting the CdSe core of the MSQDs, which prevents cadmium ion release,turning 
them more resistant to oxidation than other conventional QDs, from which reactions with 
oxygen usually cause Cd2+ release from the core. On the other hand, the etoposide incubation 
led to various morphological abnormalities, as expected, such as reduced nuclear size, diverse 
degrees of chromatin condensation, cell shrinkage (round cells) and bleb formation on cell
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surfaces, which indicate terminal apoptosis (Fig. 7C). Therefore, CdSe/CdSxSe1−x MSQDs did 
not alter the morphology of HeLa cells after 48-h incubation, suggesting no signs of cytotoxic-
ity.

 

 In order to analyze what actually causes the cytotoxicity of cadmium chalcogenide 
MSQDs, we synthesized four samples with different concentrations of selenium during the syn-
thesis, which directly affected the amount of Cd ions adsorbed on the surface of the MSQDs. 

 Figure 8a shows that levels of β-actin produced by cells were reduced after incubation 
as Se concentration increased [46]. Previously, it has been shown that the increased concentra-
tion of Cd ions adsorbed onto the MSQDs surface the higher the production of β-actin. The 
mRNA expression of themethallothionein gene(Figure 8b), an enzyme produced in the pres-
ence of metal ions, including cadmium [47,48], was lower when MSQDs presented less Cd 
ion concentration adsorbed at the MSQDs surface, suggesting that the cytotoxicity (Figure 8c) 
was due the concentration of Cd ions adsorbed on the surface of MSQDs; therefore, the more 
Se incorporated the smaller the harmful effects.

Figure 7: Morphological characterization of non-incubated (A) and incubated (B) HeLa cells submitted to 
MSQDs under phase contrast microscopy. Irregular shape and cellulardetachment (round cells) in etoposide 
treated cells are considered positive control of cytotoxicity (C). Black arrows indicate the formation of blebs 
on the cell surface as a result of the final death process. Blue arrows indicate the disruption of membrane 
cells. Scalebar = 200 μm [24].
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 Figure 9 shows a simplified model of the CdSe MSQDs synthesized at different Se con-
centrations. As Se concentration increases, Cd2+ density on the surface of the CdSe MSQDs 
decreases. This consequently decreases concentrations of surface defect levels (SDL) (pend-
ing Cd2+ bonds) and increases the intensity of excitonic emissions (Eexc). Not only does the 
density of Cd2+ surface level defects diminish, but the size of the MSQDs increases slightly at 
higher Se concentrations. 

 The representative scheme presented in Figure 10, corresponding to the behavior of the 
fluorescence spectra, justifies the biological results, in which cytotoxicity decreases with in-
creasing Se concentration and, consequently, a decrease in the density of free Cd2+ on the sur-
face of CdSe MSQDs. Also, the induction of metallothionein 2A (MT2A) expression in CdSe 
MSQDs, mainly at 0.4 and 0.5 Se concentrations compared to the 0.8 and 0.9 concentrations, 
may reflect the greater Cd2+ presence at the surface in the smaller Se concentrations. At the 
same time, MT2A acts as a ROS scavenger, protecting the cell and reducing the cytotoxicity. 
Based on this data, a possible reason for the cytotoxicity of our CdSe MSQDs is the disrup-
tion of the transcriptional and posttranscriptional pathways of different proteins, including 
β-actin.

Figure 8. (a) MT2A expressions of HeLa cells exposed to CdSe MSQDs, synthesized at different Se concen-
trations, for 24 h. The mRNA expression was calculated as the ratio of fold to the control with POLR2A as an 
internal control. The results are expressed as means ±SE from two independent experiments. * represents p < 
0.05 comparing 0.8 and 0.9 with other groups. Cytotoxicity and β-actin mRNA expression of CdSe MSQDs 
synthesized at different Se concentrations (0.4−0.9 mmol) exposed to HeLa cells for 24 h. (b) The mRNA ex-
pression was calculated as the fold of the expression related with the control with the POLR2A expression as 
the internal control. The results are expressed as means ± SE from two independent experiments. * represents 
p < 0.05 comparing 0.8 and 0.9 with 0.4 Se. (c) Cell viability was calculated as a percentage of the viable 
untreated cells (control). The viability of the control cells was considered 100% (dotted line). The results are 
expressed as means ± SE from two independent experiments. *# represents p < 0.05 comparing 0.4 with 0.8 
Se and 0.5 with 0.9 Se, respectively [46].
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 The cytotoxicity of CdSe/CdSxSe1−x/CdS MSQDs with external carboxylic chemical 
grouping was also investigated through MTT assays with the J774A.1 macrophage cell line 
(Figure 11A) and PBMCs from four healthy individuals under different concentrations of the 
MSQD (Figure 11B). The cell line incubated with different MSQDs concentrations did not 
show any significant cytotoxicity, except at concentrations ≥50 μg/mL during 24-h and 48-h 
incubation, in which the metabolic activity was significantly reduced. After 72-h incubation, a 
significant reduction of cell viability was also observed with MSQDs concentrations ≥10 μg/
mL. PBMCs showed greater variations in cell viability without significant differences; how-
ever, with decreased viability as MSQDs concentration increased and during the time course 
of the stimulation assay.

 In general, PBMCs showed greater viability than macrophages, and their variability was 
probably due to the heterogeneous cell population, which may be differentially affected by 
MSQDs. The cytotoxicity above 50 μg/mL may be justified by the aggregation of these QDs 
into organelles, such as mitochondria and lysosomes, altering their metabolic processes, and 
leading to a functional loss and death [44,49-51]. It is important to emphasize that such high 
concentrations of MSQDs are excessive for any cell line, and concentrations higher than 1 μg/
mL are rarely used for specific applications. 

 The immunogenicity of MSQDs was analyzed by challenged PBMCs of healthy volun-
teers with 50 ng/mL MSQDs, the maximum concentration that did not show any cytotoxicity 
in PBMCs, as shown in Figure 12. There was no significant anti-inflammatory (IL-4, IL-10, 
TGF-β) (Figure 12, A) or proinflammatory (IL-2, IL-6, IL-8, TNF-alpha, IFN-gamma and 
IL-17A) (Figure 12, B) response, when compared to the negative control (untreated) in all 
incubation periods. TGF-β levels were relatively high in the immunogenicity assay, but cells 
treated with the MSQD were not significantly different from the control in none of the incuba-
tion periods, so we cannot infer that the CS-MSQD triggered TGF-β signaling.

Figure 10: A simplified model of the CdSe MSQDs synthesized at different Se concentrations [46].
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Figure 11: Cellular viability of the macrophage cell line J774A-1 (A) and PBMCs (B) from healthy individu-
als submitted to the MTT colorimetric assay after incubation with CdSe/CdSxSe1− x/CdS MSQDs. The MSQDs 
concentration ranged from 1 ng/mL to 100 μg/mL monitored from 24 to 120 h. MTT, 3-(4,5-dimethylthiazol-
2-yl)-2,5-diphenyltetrazolium bromide. The results are expressed as means ± SD (standard deviation) from 
three independent experiments. *Statistical significance was considered when P < 0.05 in relation to control 
cultures (one-way ANOVA with post hoc Bonferroni's test) [52].
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 It is important to investigate the TGF-β signaling pathway due to its critical role in many 
biological processes, which is defined by the cell type and the micro environment [53,54], but 
while in infections it protects against excessive inflammation, it may also promote immune 
evasion and chronic infections. In autoimmune diseases, it leads to the loss of tolerance to self-
antigens, and in cancer it acts as a potent inhibitor of cell proliferation and as tumor suppressor 
during tumorigenesis [55].

 These pleiotropic and opposing roles of TGF-β may raise questions about the CS-MSQD 
applications in vivo either for diagnostics or drug delivery, especially for tumor imaging. How-
ever, in order to characterize the inflammatory or anti-inflammatory profiles of the immune 
response, one should consider common cytokines signatures and not a cytokine alone. In the 
present study, none of the evaluated cytokines showed a significant increase in the presence 
of the MSQD. So, the lack of immunogenicity corroborates the biocompatible nature of the 
MSQD. This is probably due to the ultra-small size, which may not be recognized by recep-
tors, entering the cells by passive diffusion.

 In summary, besides the toxicity analyses of new QDs, it is important to test their im-
munogenicity in order to prevent undesirable or unexpected response for in vivo applications.

5. Genotoxicity analyses of  ZnO and Tio2 nanocrystals

 DNA damage can occur spontaneously through normal biological processes or asa re-
sult of direct or indirect interaction of DNA with chemical, physical or biological agents. The 
rapid development of nanotechnology allowed the increasing human environmental exposure 
to engineered nanocrystals in the form of industrial products such as dyes, paints, clothing, 
electronics, sunscreens, cosmetics, personal care products, food packaging, drug delivery sys-
tems, therapeutics, biosensors and others, generatingthe interest of researchers to investigate 
the potential hazards of NCs to DNA. 

 At present the genotoxic evaluation of NCs have been performed by means of different 
traditional genotoxicity tests, such as bacterial reverse mutation assay (Ames assay), in vivo 
and in vitro chromosomal aberration tests, in vivo comet assay, micronucleus test in vivo and in 
vitro, unscheduled DNA synthesis assay, somatic mutation and recombination test (SMART), 
among others [56-61].

Figure 12: Th1/Th2/Th17 cytokines panel determination using cytometric bead array (CBA) assay of human 
PBMCs incubated with the CdSe/CdSxSe1− x/CdS MSQDs. Human PBMCs (N = 3) were treated with 50 ng/
mL of MSQD for 6, 24, 72 and 120 h. Supernatants were harvested and assayed to determine the concentration 
of 8 different cytokines. Response profiles of pro- and anti-inflammatory cytokines were established. There 
were no statistical differences between QD stimulus and controls (untreated; UNT) (two-way ANOVA with 
post hoc Bonferroni's test). The lipopolysaccharide (1 μg/mL) and concanavalin (10 μg/mL) were used as 
positive controls of the reaction [52].
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 In vivo studies offer many advantages, such as the study of the bioavailability of NCs 
to sensitive target cells and can increase the knowledge on the possible genotoxic potential 
risk associated with NCs exposure [62]. Nevertheless, the commonly used in vivo mammalian 
tests appear to be ill adapted to tackle the large compound sets involved, due to throughput, 
cost, and ethical issues. Non-mammalian animals, such as the common fruit fly Drosophila 
melanogaster are good candidates for the development of high-throughput genotoxicity tests 
due to their quick reproductive cycles, greater ethical acceptance, and smaller infrastructure 
needs [63], as it has a mammalian-like enzymatic system that allows the breakdown of xeno-
biotic agents. Many basic biological, physiological, and neurological properties are conserved 
between mammals and D. melanogaster, and nearly 75% of human disease-causing genes are 
believed to have a functional homolog in the fly [64]. In addition to presenting highly reli-
able and reproducible results, it allows to quantify the recombinogenic activity against the 
mutagenic activity of different compounds and mixtures [65]. Recently, a review article on 
Drosophotoxicology Chifiriuc et al. [66] has been published as an emerging research area for 
assessing nanocrystals interaction with living organisms. Additionally,it has also been pre-
sented the suitability of D. melanogaster as an in vivo model to determine potential side effects 
of nanomaterials [67].

 On the other hand, the toxicological relevance of in vitro assays as the micronucleus(MN) 
test is due to the fact that it is a multi-target genotoxic endpoint that assesses not only theclas-
togenic and aneugenic events, but also some epigenetic effects. It is simple to score, accurate, 
applicable to different cell types, predictive for cancer, amenable for automation, and easily 
measured in experimental both in vitro and in vivo systems [68]. MN is a small nuclei-like 
structure enveloped by a nuclear membrane, located in the cytoplasm outside of the main 
daughter nuclei, which represent either a whole lagging chromosome (resulting of an aneu-
genic event leading to chromosome loss) or an acentric fragment of a chromosome (resulting 
of clastogenic event) that was retained in anaphase and not incorporated into one of the daugh-
ter nuclei during cell division [69,70]. The in vitro Cytokinesis Block Micronucleus (CBMN), 
established inhuman peripheral blood lymphocytes has several advantages, such as the speed 
and easiness, no requirement for metaphase cells, and reliable identification of cells that have 
completed only one nuclear division.

 For these reasons, we highlight the Drosophila wing somatic mutation and recombina-
tion test (SMART), also known as the wing spot test, and the CBMN assay as potential meth-
odologies to assess the genotoxic potential of NCs.

5.1 Somatic mutation and recombination test in D. melanogaster

 The SMART provides a rapid means to assess the potential of a chemical to induce loss 
of heterozygosity (LOH) resulting from gene mutation, chromosomal rearrangement, chromo
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some breakage, or chromosome loss. This bioassay makes use of the wing-cell recessive mark-
ers multiple wing hairs (mwh, 3–0.3) and flare (flr3, 3–38.8), located at the tip and roughly in 
the middle of the left arm of chromosome 3, respectively. The LOH leads to uncovering and 
expression of the recessive marker gene(s) in the larval imaginal disk cells. They give rise to 
clones of mutant cells showing up as mosaic spots on the wings [71,72]. Two crosses are usu-
ally carried out to produce the experimental larval progeny: [1] ST cross, flr3/In(3LR)TM3, ri 
ppsep l(3)89Aa bx34e e BdS females crossed with mwh males [73,74];[2] HB cross, ORR; flr3/
In(3LR)TM3, ri ppsep l(3)89Aa bx34e e BdS females crossed with mwh males [75]. The latter 
cross is characterized by improved sensitivity to a number of promutagens and procarcinogens 
owing to high levels of constitutively expressed cytochromes P450. Both crosses produce two 
types of progeny: (i) marker-heterozygous (MH) flies; (ii) balancer-heterozygous (BH) flies, 
as shown in Figure 13.

 In MH individuals, single spots (mwh or flr) can be produced either by point mutation, 
certain types of chromosome breakage event (deletion) or by mitotic recombination. How-
ever, we cannot tell how much each mechanism contributes to the total of spots recovered. 
On the other hand, the presence of twin spots proves that mitotic recombination is induced, as 
these spots result from mitotic crossing-over between the flr locus and the centromere. Figure 
14presents a twin spot found in the blade of Drosophila wing showing normal and mutants 
flare and multiple wing hairs.

Figure 13: Standard (ST) cross: mwhmales crossed with flr3/In(3LR)TM3, ri pp sep l(3)89Aa bx34e e BdS-
females producing two types of progeny: marker-heterozygous(MH) flies and balancer-heterozygous (BH) 
flies.
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 In BH individuals, the flr marker is absent. The spots that can be recovered are therefore 
mwh single spots. All recombination events are suppressed or eliminated owing to inversion 
heterozygosity brought about by the presence of the multiply inverted balancer chromosome. 
As a rule, therefore, the frequencies of mwh clones observed on the wings of BH flies are 
always lower than those observed on the wings of MH flies [73,76]. Many hundreds of chemi-
cals have already been tested using SMART, including NCs [60,62,72,77-79].

 The wing SMART in D. melanogaster has been widely used to assess genotoxic poten-
tial of different chemicals compounds, including NCs. Here we only present some selected 
results obtained with ZnO NCs and TiO2 NCs.

 The mutagenic and recombinogenic potential of an amorphous and ZnONCs (20 nm) 
using both crosses of the wing SMART of D. melanogaster has been evaluated [60]. Third in-
star larvae were fed chronically (approximately 48 h) with four different concentrations (rang-
ing from 1.56 to 12.50 mM). In the ST cross, the amorphous and ZnO NCs (20 nm) were not 
mutagenic. Nevertheless, MH individuals from the HB cross that were treated with amorphous 
(6.25 mM) and ZnO NCs (12.50 mM) displayed a significant increased number of mutant 
spots when compared with the negative control. The increase in mutant spots observed in D. 
melanogaster was generated due to mitotic recombination, rather than mutational events. Our 
results suggest that ZnO mutagenicity can be related to particle size and shape. As ZnO NCs 
had a uniform feature with an average size of 20 nm, it could enter the cell homogeneously and 
cause mutagenicity at higher concentrations. On the other hand, as the amorphous ZnO com-
prises a mixture of structures of different shapes and sizes, its mutagenicity could be variable, 
according to the size and shape of the crystals and its ability to enter the cell. Consequently, 
mutagenic effects related to the dose could not be expected. 

 In agreement with the previous results, it has also been described a lack of genotoxic ac 

Figure 14: Twin spot found in the blade of Drosophila wing showing normal hair (black arrow), flare hair 
(gray arrow), and multiple wing hairs (white arrow).
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tivity of different concentrations (6, 12, 18 or 24 mM) of  ZnO NCs and ZnO bulk assayed with 
the ST cross of the Drosophila wing-spot test [80]. Nevertheless, when these authors tested 
both particles in haemolymph cells of Drosophila by the comet assay, a significant increase 
in DNA damage was observed at the higher dose applied of ZnO NCs. The authors concluded 
that the genotoxic potential of ZnO NCs could be considered low or weak because it promotes 
only primary genetic damage restricted to high-dose exposures, which can be easily repaired.

 On the other hand, ZnO NCs with an average size of 50 nm, assayed with the ST cross 
showed a significant increase in the frequency of mutant clones in the flies exposed to the con-
centration of 1.2 mg/mL [81].

 The genotoxic effects of 3.4 and 6.2 nm TiO2 anatase NCs (A3.4 and A6.2) and 78.0 
nm predominantly TiO2 rutile NCs (R78.0) through the Drosophila wing SMART were also 
evaluated [79]. Third instar larvae obtained from standard (ST) or high bioactivation (HB) 
crosses were treated with a solution containing TiO2 (A3.4, A6.2 or R78.0) NCs at concentra-
tions ranging from 1.5625 to 100.0 mM. In the ST cross, no mutagenic effects were observed. 
However, in the HB cross, TiO2A3.4 NCs were mutagenic at 1.5625 and 3.125 mM, while 
theR78.0  NCs increased mutant spots at all concentrations tested except 3.125 mM. Only the 
smallest anatase TiO2 NCs induced mutagenic effects. Therefore, both anatase and rutile TiO2 
NCs induced mutagenicity. 

 Negative results in the ST cross had already been observed previouslywith TiO2 NCs 
(2.3 nm) at concentration ranging from 0.1 to 10 mM [78] and with TiO2 anatase NCs (<25 nm 
particle size, surface area 45–50 m2/g, 99.7% purity) as well as their TiO2anatase bulk form 
(TiO2 bulk, 45 μm, 99% purity) [77]. Third instar larvae were fed with both compounds at dif-
ferent concentrations (0.08, 0.40, 0.80 and 1.60 mg/mL, respectively). None of the concentra-
tions of TiO2 NCs and TiO2 bulk induced significant increases in the frequency of mutant spots. 
Nevertheless, in this study, the authors evaluated the same concentrations of both nano- and 
bulk forms of TiO2 with the comet assay in Drosophilahemocytes. TiO2 NCs at concentrations 
ranging from 0.40 to 1.60 mg/mL induced a significant increase in DNA damage, with a direct 
dose-response pattern. 

5.2 Cytokinesis-block micronucleus (CBMN) assay

 The in vitro Cytokinesis Block Micronucleus (CBMN) Assay is one of the standard 
cytogenetic tools used widely as a screening in vitro test for structural or numerical chromo-
somal anomalies induced by clastogenic or aneugenic agents (‘‘spindle poisoning’’) [82]. This 
technique consists in adding to cell cultures cytochalasin-B, an inhibitor of the mitotic spindle 
that prevents cytokinesis, producing binucleated cells, allowing a more accurate MN score and 
excluding the dividing cells from the non-dividing cells to enhance the reliability by reducing 
the incidence of false positive data [83].
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 Figure 15 shows a binucleated cell with a MN. The CBMN assay has been used to eval-
uate clastogenic and aneugenic effects of different compounds, including NCs [60,78,79,84].

 

 Here, we will only present selected results obtained with ZnO NCs and TiO2 NCs using 
an in vitro CBMN Assay. The genotoxic potential of ZnO NCs of 20 nm using the Chinese 
hamster lung fibroblast V79 cells has been evaluated [60], and results demonstrated that were 
not dose-dependent and indicated that only higher concentrations of ZnO NCs were toxic and 
able to induce genotoxicity in V79 cells. 

 In agreement with the previous data, significant increase of MN was observed in hu-
man epithelial HEp-2 cell line treated with ZnO NCs at high concentrations (50 and 100 μg/
ml) (Osman et al., 2010); in A549 human lung carcinoma cells treated with 50 µg/ml ZnONC 
[85]; in human peripheral blood mononuclear cells treated with ZnO NCs at a concentration 
of 45 µg/ml [86];and human peripheral lymphocytes treated with ZnO (diameter of 45 nm and 
fragment size of 450 nm) at 10 and 15µg/ml [88].

 The genotoxic effects of 3.4 and 6.2 nm anatase TiO2 NCs and 78.0 nm predominantly 
rutile TiO2 NCs were also evaluated through CBMN assay using V79 cells treated with 30, 60 
or 120 mM anatase 3.4 or A6.2 TiO2, and 976.5, 1953.0 or 3906.0 mM rutile 78.0 TiO2 [79]. 
Only the smallest anatase (3.4 nm) TiO2 NCs significantly increased the frequency of MN at 
the highest concentration (120 mM), showing a genotoxic effect. No significant differences 
in MN induction were observed in the groups treated with 30 and 60 mM A3.4 TiO2 when 
compared to negative control (p>0.05). The results also demonstrated lack of genotoxic (clas-
togenic/aneugenic) effects for A6.2 and R78.0 TiO2 at all concentrations tested. 

 Similar results were observed else where [89], in which the genotoxicity of three refer-
ence TiO2 nanomaterials (NM) was also investigated in human bronchial epithelial BEAS 2B 
cells. The BEAS 2B cells were submitted to NM100 (anatase, 50–150 nm), NM101 (anatase, 
5–8 nm) and NM103 (rutile, 20–28 nm) TiO2 dispersions at 1, 5 or 15 µg/ml (0.2–3.2 µg/

Figure 15: Optical microphotography of V79 binucleated cells with micronucleus (arrow) (Giemsa; total 
increase: 1000×).
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cm2)  for 48h, and increase MN was observed only by the rutile NM103 in the lowest concen-
trations tested (1 and 5 μg/ml).

 We propose the Drosophila wing SMART and the CBMN assays as in vivo and in vitro 
systems, respectively, to screen NCs for potential genotoxicity, mutagenicity and recombino-
genicity. Nevertheless, due to the contradictory results found in the literature, further research 
is necessary to clarify the NCs action mechanisms, highlighting the importance of using more 
than one genetic end-point.

6. Biocompatible luminescent probes using magic-sized quantum dots

 In a recent work, the CdSe/CdSxSe1-x/CdS-COOH MSQDs has been successfully con-
jugated to a specific antibody for breast cancer aiming their use as biological probe, as shown 
Figure 16. Additionally, it has been shown that this MSQDs presented low cytotoxicity and no 
immune response, enabling their use for in vivo applications.

  

 The bioconjugation procedure of the MSQD-COOH with an Fab antibody by means of 
the compound containing nickel ion (precursor nickel chloride NiCl2) together with nitrilo-
acetic acid (NTA • Ni2+) is described in Figure 17. Thus, the development of CdSe/CdSxSe1− x/

CdS MSQDs complex with NTA•Ni2+ moieties exposed at the surface, which are capable of 
specifically recognizing histidine-tagged Fab antibodies, was used to detect breast cancer cells 
by immuno fluorescence.

Figure 16: Representation of bioconjugation process performed [52].
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 In order to confirm the functionalization of the MSQDs-COOH with an NTA • Ni2+ com-
plex, and the bioconjugation with the Fab antibody, the Fourier Transform Infrared (FT-IR) 
spectroscopy was used, as shown in Figure 18.

 The spectrum of MSQDs observed at the broad band 3423–3292 cm−1 shows the spe-
cific characteristics of OH group and adsorbing water(Figure 18). The presence of bands at 
1280, 1556, 1357 cm−1 and 1713–1602 cm−1 are associated with vibrations of hydroxyl, anti-
symmetric νC=O, asymmetric νCOO− and symmetric νCOO− groups, respectively [90]. These 
peaks confirmed that MSQDs are functionalized with carboxyl group at the surface. Moreover, 
in the spectrum of MSQDs also showed that the peak at 2600 cm−1 of stretching modes of 
S–H bonding disappeared, confirming the covalent bond formation between S of the stabilizer 
molecule and cadmium ions (Cd2+) of the MSQDs, forming a shell of CdS [31]. Furthermore, 
the spectra of the MSQDs showed bands around 609 cm−1 and 1622 cm−1 that reinforce the 
formation of the CdS shell around the CdSe MSQDs [31]. The shell prevents Cd2+ release from 
the CdSe core and makes the MSQDs less cytotoxic, which is confirmed by tests with specific 
cellular metabolic activity under stimuli of MSQD.

 The FT-IR spectrum of the MSQDs coupled with antibody presented pronounced bands 
of amide I and II vibrational stretches at 1645 and 1555 cm−1 (squared box), respectively, and 
shifts in the N–H stretching region (3500-3000 cm−1) [91]. This demonstrates that the MSQDs 
are covalently attached to NTA • Ni2+ moieties through an organic linkage and not through 
nonspecific binding interaction, and coupling of CS-MSQD with Fab antibody was carried out 

Figure 17: Schematic representation of the reactions to bioconjugateCdSe/CdSxSe1-x/CdSMSQDs to an anti-
body specific for breast cancer. MSQDs were functionalized with the NTA • Ni2+ complex, which interacted 
with the histidine tail of the Fab antibody.
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through the interaction of Ni2+ with the histidine tag present in the antibody [92], coordinated 
by imidazole binding, confirmingbthe conjugation as demonstrated in Figure 17 [93]. It was 
also noted that the vibrational modes corresponding to Fab antibody (region from 550-1550 
cm−1) remained intact, demonstrating that coupling did not affect the 3D structure of the con-
jugated Fab antibody, and did not alter the specificity, the cytosolic conformational epitope of 
cytokeratin 10 (CK-10) [94].

 It is important to check the bioconjugation also by means of biological assays. Thus, 
imaging analysis were performed to test the efficiency of MSQDs coupled to a specific breast 
cancer Fab antibody in an immuno cytochemistry assay. Figure 19 shows a highfluorescence 
intensity demonstrating that the MSQDs were efficiently conjugated to Fab antibodies with 
high specificity to breast cancer cells when compared with controls (non-labeled MSQDs). The 
cell auto-fluorescence in the control (Figure 15A) is similar to that observed in Figure 15B, 
which was expected because MSQDs in Figure 15B were washed off, and only few random 
spots could be seen. The higher magnification setting in Figure 15A was used to demonstrate 
the auto-fluorescence behavior of cells without MSQDs. However, the most striking difference 
is shown in Figure 15C, where specific immunoagglutination has occurred.

Figure 18: FT-IR spectra Fab antibody and of the CdSe/CdSxSe1− x/CdSMSQDs pre- and post-bioconjugation 
[52].
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 The CS-MSQD presents high fluorescence stability, low toxicity, no immunogenicity, 
and biocompatibility, demonstrating to be a powerful tool for diagnostic and imaging tech-
niques. These highly desirable characteristics may also present great potential for drug deliv-
ery, which must still be demonstrated.

7. References

1. Jennings, T.L., Triulzi, R.C., Tao, G., et al. (2011) Simplistic attachment and multispectral imaging with semiconduc-
tor nanocrystals. Sensors (Basel)., 11 (11), 10557–70.

2. Zhang, H., Yee, D., and Wang, C. (2008) Quantum dots for cancer diagnosis and therapy: biological and clinical per-
spectives. Nanomedicine (Lond)., 3, 83–91.

3. Zhang, X., Guo, Q., and Cui, D. (2009) Recent advances in nanotechnology applied to biosensors. Sensors, 9 (2), 
1033–1053.

4. Resch-Genger, U., Grabolle, M., Cavaliere-Jaricot, S., et al. (2008) Quantum dots versus organic dyes as fluorescent 
labels. Nat. Methods, 5 (9), 763–775.

5. Deerinck, T.J. (2008) The application of fluorescent quantum dots to confocal, multiphoton, and electron microscopic 

Figure 19:  Specific cytosolic labeling of the breast cancer (BC) cell line MDA-MB-231 with CdSe/CdSxSe1− 

x/CdS MSQDs conjugated with a specific BC Fab antibody analyzed by confocal microscopy. Cells were 
incubated with MSQDs for 1 h. (A) MDA-MB cells (control); (B) MDA-MB cells incubated with MSQDs; 
(C) MSQDs conjugated to Fab antibody. Images obtained in Zeiss LSM 510 Meta Confocal Microscope with 
laser emission 530 nm (green channel) [52].

46

Advances in Biochemistry & Applications in Medicine



imaging. Toxicol. Pathol., 36 (1), 112–6.

6. Kolodziejczak-Radzimska, A., and Jesionowski, T. (2014) Zinc oxide-from synthesis to application: A review. Ma-
terials (Basel)., 7 (4), 2833–2881.

7. Padmavathy, N., and Vijayaraghavan, R. (2008) Enhanced bioactivity of ZnO nanoparticles—an antimicrobial study. 
Sci. Technol. Adv. Mater., 9 (3), 35004.

8. Saito, M. (1993) Antibacterial, Deodorizing, and UV Absorbing Materials Obtained with Zinc Oxide (ZnO) Coated 
Fabrics. J. Ind. Text., 23 (2), 150–164.

9. Kamat, P. V. (2012) TiO                     2 nanostructures: Recent physical chemistry advances. J. Phys. Chem. C, 116 
(22), 11849–11851.

10. Reyes-Coronado, D., Rodríguez-Gattorno, G., Espinosa-Pesqueira, M.E., et al. (2008) Phase-pure TiO(2) nanopar-
ticles: anatase, brookite and rutile. Nanotechnology, 19 (14), 145605.

11. Alan Holden, P.M. (1982) Crystals and Crystal Growing. 318.

12. Kittel, C. (1968) Introduction to Solid State Physics, John Wiley and Sons.

13. Silva, A.C.A. (2014) Semiconductor Quantum Dots Synthesized by Aqueous Colloidal Solutions: Studies and Nano-
biotechnology Applications.

14. Michalet, X., Pinaud, F.F., Bentolila, L. a, et al. (2005) Quantum dots for live cells, in vivo imaging, and diagnostics. 
Science, 307 (5709), 538–44.

15. Xia, Y.-S., and Zhu, C.-Q. (2008) Aqueous synthesis of luminescent magic sized CdSe nanoclusters. Mater. Lett., 
62 (14), 2103–2105.

16. Zou, Q.D., Dongmei, L., Jingjing, C., et al. (2007) Facile synthesis of magic-sized CdSe and CdTe nanocrystals with 
tunable existence periods. Nanotechnology, 18 (40), 405603.

17. Neeleshwar, S., Chen, C.L., Tsai, C.B., et al. (2005) Size-dependent properties of CdSe quantum dots. Phys. Rev. 
B, 71 (20), 201307.

18. Riehle, F.S., Bienert, R., Thomann, R., and Urban, G.A. (2009) Blue Luminescence and Superstructures from Magic 
Size Clusters of CdSe. Nano Lett., 9 (2), 514–518.

19. Babentsov, V.N. (2006) Defects with deep donor and acceptor levels in nanocrystals of CdTe and CdSe. Semicond. 
Physics, Quantum Electron. Optoelectron., 9 (3), 94–98.

20. Dukes, A.D., McBride, J.R., and Rosenthal, S.J. (2010) Synthesis of Magic-Sized CdSe and CdTe Nanocrystals with 
Diisooctylphosphinic Acid. Chem. Mater., 22 (23), 6402–6408.

21. Nguyen, K.A., Day, P.N., and Pachter, R. (2010) Understanding Structural and Optical Properties of Nanoscale CdSe 
Magic-Size Quantum Dots: Insight from Computational Prediction. J. Phys. Chem. C, 114 (39), 16197–16209.

22. Bowers, M.J., McBride, J.R., and Rosenthal, S.J. (2005) White-light emission from magic-sized cadmium selenide 
nanocrystals. J Am Chem Soc, 127, 15378–15379.

23. McBride, J.R., Dukes, A.D., Schreuder, M. a, and Rosenthal, S.J. (2010) On Ultrasmall Nanocrystals. Chem. Phys. 
Lett., 498 (1–3), 1–9.

24. Silva, A.C.A., Deus, S.L.V. de, Silva, M.J.B., and Dantas, N.O. (2014) Highly stable luminescence of CdSe magic-
sized quantum dots in HeLa cells. Sensors Actuators B Chem., 191, 108–114.

25. Mazumder, S., Dey, R., Mitra, M.K., et al. (2009) Review: Biofunctionalized Quantum Dots in Biology and Medi

47

Advances in Biochemistry & Applications in Medicine



cine. J. Nanomater., 2009, 1–17.

26. Sperling, R. a, and Parak, W.J. (2010) Surface modification, functionalization and bioconjugation of colloidal inor-
ganic nanoparticles. Philos. Trans. A. Math. Phys. Eng. Sci., 368 (1915), 1333–83.

27. Zeng, R., Zhang, T., Liu, J., et al. (2009) Aqueous synthesis of type-II CdTe/CdSe core-shell quantum dots for fluo-
rescent probe labeling tumor cells. Nanotechnology, 20 (9), 95102.

28. Xiao, Q., and Xiao, C. (2008) Synthesis and photoluminescence of water-soluble Mn:ZnS/ZnS core/shell quantum 
dots using nucleation-doping strategy. Opt. Mater. (Amst)., 31 (2), 455–460.

29. Silva, A.C.A., Neto, E.S.F., Silva, W., et al. (2013) Modified Phonon Confinement Model and Its Application to 
CdSe/CdS Core−Shell Magic-Sized Quantum Dots Synthesized in Aqueous Solution by a New Route. J. Phys. Chem. 
C, 117, 1904−1914.

30. Silva, A.C.A., Neto, E.S.F., da Silva, S.W., et al. (2013) Modified Phonon Confinement Model and Its Application to 
CdSe/CdS Core–Shell Magic-Sized Quantum Dots Synthesized in Aqueous Solution by a New Route. J. Phys. Chem. 
C, 117 (4), 1904–1914.

31. Silva, A.C.A., da Silva, S.W., Morais, P.C., and Dantas, N.O. (2014) Shell Thickness Modulation in Ultrasmall 
CdSe/CdSxSe1–x/CdS Core/Shell Quantum Dots via 1-Thioglycerol. ACS Nano, 8 (2), 1913–1922.

32. Williams, D.F. (2008) On the mechanisms of biocompatibility. Biomaterials, 29 (20), 2941–2953.

33. Williams, D. (2003) Revisiting the definition of biocompatibility. Med. Device Technol., 14 (8), 10–13.

34. Mouthuy, P.-A., Snelling, S.J.B., Dakin, S.G., et al. (2016) Biocompatibility of implantable materials: An oxidative 
stress viewpoint. Biomaterials, 109, 55–68.

35. Tsaryk, R., Peters, K., Unger, R.E., et al. (2013) The Role of Oxidative Stress in the Response of Endothelial Cells 
to Metals, in Biologically Responsive Biomaterials for Tissue Engineering (eds.Antoniac, I.), Springer New York, New 
York, NY, pp. 65–88.

36. Chih-Chang Chu, J. Anthony von Fraunhofer, H.P.G. (1999) Wound Closure Biomaterials and Devices. CRC Press, 
11 (3), 226.

37. Eliaz, N. (2012) Degradation of implant materials. Degrad. Implant Mater., 1–516.

38. Sheikh, Z., Brooks, J.P., Barzilay, O., et al. (2015) Macrophages, Foreign Body Giant Cells and Their Response to 
Implantable Biomaterials. Mater. , 8 (9).

39. Khanna, P., Ong, C., Bay, B., and Baeg, G. (2015) Nanotoxicity: An Interplay of Oxidative Stress, Inflammation and 
Cell Death. Nanomaterials, 5 (3), 1163–1180.

40. Lovrić, J., Cho, S.J., Winnik, F.M., and Maysinger, D. (2005) Unmodified Cadmium Telluride Quantum Dots In-
duce Reactive Oxygen Species Formation Leading to Multiple Organelle Damage and Cell Death. Chem. Biol., 12 (11), 
1227–1234.

41. Yan, M., Zhang, Y., Xu, K., et al. (2011) An in vitro study of vascular endothelial toxicity of CdTe quantum dots. 
Toxicology, 282 (3), 94–103.

42. Choi, A.O., Cho, S.J., Desbarats, J., et al. (2007) Quantum dot-induced cell death involves Fas upregulation and lipid 
peroxidation in human neuroblastoma cells. J. Nanobiotechnology, 5, 1.

43. Sansone, V., Pagani, D., and Melato, M. (2013) The effects on bone cells of metal ions released from orthopaedic 
implants. A review. Clin. Cases Miner. Bone Metab., 10 (1), 34–40.

44. Li, K.G., Chen, J.T., Bai, S.S., et al. (2009) Intracellular oxidative stress and cadmium ions release induce cytotoxic 

48

Advances in Biochemistry & Applications in Medicine



ity of unmodified cadmium sulfide quantum dots. Toxicol Vitr., 23, 1007–1013.

45. Derfus, A.M., Chan, W.C.W., and Bhatia, S.N. (2004) Probing the Cytotoxicity of Semiconductor Quantum Dots. 
Nano Lett., 4 (1), 11–18.

46. Silva, A.C.A., Silva, M.J.B., Da Luz, F.A.C., et al. (2014) Controlling the cytotoxicity of CdSe magic-sized quantum 
dots as a function of surface defect density. Nano Lett., 14 (9), 5452–5457.

47. Nath, R., Kambadur, R., Gulati, S., et al. (1988) Molecular aspects, physiological function, and clinical significance 
of metallothioneins. Crit. Rev. Food Sci. Nutr., 27 (1), 41–85.

48. Tmejova, K., Hynek, D., Kopel, P., et al. (2014) Study of metallothionein–quantum dots interactions. Colloids Sur-
faces B Biointerfaces, 117, 534–537.

49. Chen, N., He, Y., Su, Y., et al. (2012) The cytotoxicity of cadmium-based quantum dots. Biomaterials, 33 (5), 
1238–44.

50. Su, Y., He, Y., Lu, H., et al. (2009) The cytotoxicity of cadmium based, aqueous phase - Synthesized, quantum dots 
and its modulation by surface coating. Biomaterials, 30 (1), 19–25.

51. Hardman, R. (2006) A toxicologic review of quantum dots: Toxicity depends on physicochemical and environmental 
factors. Environ. Health Perspect., 114 (2), 165–172.

52. Silva, A.C.A., Freschi, A.P.P., Rodrigues, C.M., et al. (2016) Biological analysis and imaging applications of CdSe/
CdSxSe1−x/CdS core–shell magic-sized quantum dot. Nanomedicine Nanotechnology, Biol. Med., 12 (5), 1421–1430.

53. Fleisch, M.C., Maxwell, C.A., and Barcellos-Hoff, M.H. (2006) The pleiotropic roles of transforming growth factor 
beta in homeostasis and carcinogenesis of endocrine organs. Endocr. Relat. Cancer, 13 (2), 379–400.

54. Ruscetti, F.W., and Bartelmez, S.H. (2001) Transforming growth factor beta, pleiotropic regulator of hematopoietic 
stem cells: potential physiological and clinical relevance. Int. J. Hematol., 74 (1), 18–25.

55. Mantel, P., and Schmidt-Weber, C.B. (2011) Transforming growth factor-Beta: recent advances on its role in immune 
tolerance. Methods Mol. Biol., 677, 303–38.

56. Kwon, J.Y., Lee, S.Y., Koedrith, P., et al. (2014) Lack of genotoxic potential of ZnO nanoparticles in in vitro and in 
vivo tests. Mutat. Res. - Genet. Toxicol. Environ. Mutagen., 761, 1–9.

57. Pal, A., Alam, S., Mittal, S., et al. (2016) UVB irradiation-enhanced zinc oxide nanoparticles-induced DNA damage 
and cell death in mouse skin. Mutat. Res. - Genet. Toxicol. Environ. Mutagen., 807, 15–24.

58. Pan, X., Redding, J.E., Wiley, P.A., et al. (2010) Mutagenicity evaluation of metal oxide nanoparticles by the bacte-
rial reverse mutation assay. Chemosphere, 79 (1), 113–116.

59. Panda, K.K., Achary, V.M.M., Phaomie, G., et al. (2016) Polyvinyl polypyrrolidone attenuates genotoxicity of sil-
ver nanoparticles synthesized via green route, tested in Lathyrus sativus L. root bioassay. Mutat. Res. - Genet. Toxicol. 
Environ. Mutagen., 806, 11–23.

60. Reis, É. de M., Rezende, A.A.A. de, Santos, D.V., et al. (2015) Assessment of the genotoxic potential of two zinc 
oxide sources (amorphous and nanoparticles) using the in vitro micronucleus test and the in vivo wing somatic mutation 
and recombination test. Food Chem. Toxicol., 84, 55–63.

61. Alaraby, M., Hernández, A., and Marcos, R. (2017) Copper oxide nanoparticles and copper sulphate act as antigeno-
toxic agents in drosophila melanogaster. Environ. Mol. Mutagen., 58 (1), 46–55.

62. Demir, E., Vales, G., Kaya, B., et al. (2011) Genotoxic analysis of silver nanoparticles in Drosophila. Nanotoxicol-
ogy, 5 (September), 417–424.

49

Advances in Biochemistry & Applications in Medicine



63. Sung-Jun, H. (2015) High-throughput, in vivo genotoxicity testing: an automated readout system for the Somatic 
Mutation And Recombination Test (SMART).

64. Pandey, U.B., and Nichols, C.D. (2011) Human disease models in Drosophila melanogaster and the role of the fly in 
therapeutic drug discovery. Pharmacol. Rev., 63 (2), 411–436.

65. Machado, N.M., de Rezende, A.A.A., Nepomuceno, J.C., et al. (2016) Evaluation of mutagenic, recombinogenic 
and carcinogenic potential of (+)-usnic acid in somatic cells of Drosophila melanogaster. Food Chem. Toxicol., 96, 
226–233.

66. Chifiriuc, M.C., Ratiu, A.C., Popa, M., and Ecovoiu, A. Al (2016) Drosophotoxicology: An emerging research area 
for assessing nanoparticles interaction with living organisms. Int. J. Mol. Sci., 17 (2).

67. Alaraby, M., Annangi, B., Marcos, R., and Hernández, A. (2016) Drosophila melanogaster as a suitable in vivo 
model to determine potential side effects of nanomaterials: A review. J. Toxicol. Environ. Heal. Part B, 19 (2), 65–104.

68. Kirsch-Volders, M., Decordier, I., Elhajouji, A., et al. (2011) In vitro genotoxicity testing using the micronucleus 
assay in cell lines, human lymphocytes and 3D human skin models. Mutagenesis, 26 (1), 177–184.

69. Fenech, M. (2007) Cytokinesis-block micronucleus cytome assay. Nat. Protoc., 2 (5), 1084–1104.

70. Pejchal, J., Vasilieva, V., Hristozova, M., et al. (2011) Cytokinesis-Block Micronucleus ( Cbmn ) Assay / Cbmn Cy-
tome Assay in Human Lymphocytes After in Vitro Irradiation and Its Use in Biodosimetry. 80 (October 2015), 28–37.

71. Spanó, M. a, Frei, H., Würgler, F.E., and Graf, U. (2001) Recombinagenic activity of four compounds in the standard 
and high bioactivation crosses of Drosophila melanogaster in the wing spot test. Mutagenesis, 16 (5), 385–394.

72. de Andrade, H.H., Reguly, M.L., and Lehmann, M. (2004) Wing Somatic Mutation and Recombination Test, in 
Drosophila Cytogenetics Protocols (eds.Henderson, D.S.), Humana Press, Totowa, NJ, pp. 389–412.

73. Graf, U., W??rgler, F.E., Katz, A.J., et al. (1984) Somatic mutation and recombination test in Drosophila melano-
gaster. Environ. Mutagen., 6 (2), 153–188.

74. Graf, U., Frei, H., Kägi, A., et al. (1989) Thirty compounds tested in the Drosophila wing spot test. Mutat. Res. 
Toxicol., 222 (4), 359–373.

75. Graf, U., and van Schaik, N. (1992) Improved high bioactivation cross for the wing somatic mutation and recombi-
nation test in Drosophila melanogaster. Mutat. Res. Mutagen. Relat. Subj., 271 (1), 59–67.

76. Frei, H., and Würgler, F.E. (1996) Induction of somatic mutation and recombination by four inhibitors of eukaryotic 
topoisomerases assayed in the wing spot test of Drosophila melanogaster. Mutagenesis, 11 (4), 315–325.

77. Carmona, E.R., Escobar, B., Vales, G., and Marcos, R. (2015) Genotoxic testing of titanium dioxide anatase nano-
particles using the wing-spot test and the comet assay in Drosophila. Mutat. Res. - Genet. Toxicol. Environ. Mutagen., 
778, 12–21.

78. Demir, E., Burgucu, D., Turna, F., et al. (2013) Determination of TiO2, ZrO2, and Al2O3 nanoparticles on genotoxic 
responses in human peripheral blood lymphocytes and cultured embyronic kidney cells. J. Toxicol. Environ. Health. A, 
76 (16), 990–1002.

79. Reis, É. de M., Rezende, A.A.A. de, Oliveira, P.F. de, et al. (2016) Evaluation of titanium dioxide nanocrystal-
induced genotoxicity by the cytokinesis-block micronucleus assay and the Drosophila wing spot test. Food Chem. 
Toxicol., 96, 309–319.

80. Carmona, E.R., Inostroza-Blancheteau, C., Rubio, L., and Marcos, R. (2016) Genotoxic and oxidative stress poten-
tial of nanosized and bulk zinc oxide particles in Drosophila melanogaster. Toxicol. Ind. Health, 32 (12), 1987–2001.

81. Lences, C., Cardozo, T., Carli, R. de, et al. (2016) AVALIAÇÃO, IN VIVO, DA TOXICIDADE GENÉTICA DE 

50

Advances in Biochemistry & Applications in Medicine



NANOPARTÍCULAS DE ÓXIDO DE ZINCO. Rev. iniciação Cient. da UFBRA, 14, 1–5.

82. Fenech, M., and Morley, A.A. (1985) Measurement of micronuclei in lymphocytes. Mutat. Res. Mutagen. Relat. 
Subj., 147 (1–2), 29–36.

83. Deepa Parvathi, V., and Rajagopal, K. (2014) Nanotoxicology testing: Potential of Drosophila in toxicity assessment 
of nanomaterials. Int. J. Nanosci. Nanotechnol., 5 (1), 25–35.

84. Tavares, A.M., Louro, H., Antunes, S., et al. (2014) Genotoxicity evaluation of nanosized titanium dioxide, synthetic 
amorphous silica and multi-walled carbon nanotubes in human lymphocytes. Toxicol. Vitr., 28 (1), 60–69.

85. Osman, I.F., Baumgartner, A., Cemeli, E., et al. (2010) Genotoxicity and cytotoxicity of zinc oxide and titanium 
dioxide in HEp-2 cells. Nanomedicine, 5 (8), 1193–203.

86. Corradi, S., Gonzalez, L., Thomassen, L.C.J., et al. (2012) Influence of serum on in situ proliferation and genotoxic-
ity in A549 human lung cells exposed to nanomaterials. Mutat. Res. - Genet. Toxicol. Environ. Mutagen., 745 (1–2), 
21–27.

87. Bhattacharya, D., Santra, C.R., Ghosh, A.N., and Karmakar, P. (2014) Differential toxicity of rod and spherical zinc 
oxide nanoparticles on human peripheral blood mononuclear cells. J. Biomed. Nanotechnol., 10 (4), 707–716.

88. Gümüş, D., Berber, A.A., Ada, K., and Aksoy, H. (2014) In vitro genotoxic effects of ZnO nanomaterials in human 
peripheral lymphocytes. Cytotechnology, 66 (2), 317–325.

89. Bucchianico, S. Di, Cappellini, F., Bihanic, F. Le, et al. (2016) Genotoxicity of TiO 2 nanoparticles assessed by mini-
gel comet assay and micronucleus scoring with flow cytometry. Mutagenesis, 1–11.

90. Pérez-Donoso, J.M., Monrás, J.P., Bravo, D., et al. (2012) Biomimetic, mild chemical synthesis of Cdte-GSH quan-
tum dots with improved biocompatibility. PLoS One, 7 (1).

91. Pan, B., Cui, D., He, R., et al. (2006) Covalent attachment of quantum dot on carbon nanotubes. Chem. Phys. Lett., 
417 (4–6), 419–424.

92. Hainfeld, J.F., Liu, W., Halsey, C.M.R., et al. (1999) Ni–NTA–Gold Clusters Target His-Tagged Proteins. J. Struct. 
Biol., 127 (2), 185–198.

93. Gupta, M., Caniard, A., Touceda-Varela, Á., et al. (2008) Nitrilotriacetic Acid-Derivatized Quantum Dots for Simple 
Purification and Site-Selective Fluorescent Labeling of Active Proteins in a Single Step. Bioconjug. Chem., 19 (10), 
1964–1967.

94. Araújo, T.G., Paiva, C.E., Rocha, R.M., et al. (2017) A novel highly reactive Fab antibody for breast cancer tissue 
diagnostics and staging also discriminates a subset of good prognostic triple-negative breast cancers. Cancer Lett., 343 
(2), 275–285.

51

Advances in Biochemistry & Applications in Medicine



Inborn Errors of Metabolism
Arvind Kumar Shakya

School of Sciences, Indira Gandhi National Open University, New Delhi-110068 (India)

Tel: 8447106178; Email: arvind.kumar@ignou.ac.in

Chapter 3

Advances in Biochemistry & 
Applications in Medicine

1. Introduction 

 Inborn errors of metabolism (IEM) are a group of inherited metabolic disorders leading 
to enzymatic defects in the human metabolism. As its name implies, inborn errors means birth 
defects in newborn infants which passed down from family and affecting metabolism. Hence, 
it is called Inborn errors of metabolism or inherited metabolic disorders. IEM can appear at 
birth or later in life such as phenylketonuria, albinism, lactose intolerance, gaucher disease, 
fabry disease etc. IEM refers a condition where in body’s metabolism is affected due to genetic 
disorders. The cause of IEM is mutations in a gene that code for an enzyme leading to synthe-
sis  of defective enzyme activity or deficiency of an enzyme that affects the normal function 
of a metabolic pathway. The main indication of IEM is an excess storage or accumulation of 
specific metabolites in tissues, organs and blood which further manifest to health diseases. In 
last decades, several hundreds of different IEM have been identified. Most IEM are rare but 
some are life threatening. Although, most people do not know what inherited metabolic disor-
ders are and may never have heard of them.

 Therefore, in this chapter, you are going to study the basic concept, genetic basis and 
metabolic consequences of inborn errors of metabolism. You will learn about metabolic defec-
tive enzymes, clinical symptoms, diagnosis, and treatment of metabolic disorders of amino 
acids, carbohydrates, lipids, purines and pyrimidines. 

 Before learning to inborn errors of metabolism, it will be helpful for you to recall the ba-
sic knowledge of amino acids, carbohydrates, lipids, purines and pyrimidines, and also study 
about the metabolic pathways, enzymes, Mendelian Laws of Genetics from your Biochemistry 
and genetics textbooks.
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2. Inborn errors of metabolism: Basic concept and genetic basis

 The British physician, Archibald Garrod (1857-1936) coined the term inborn errors of 
metabolism in 1902 who discovered the first metabolic disorder “Alkaptonuria” in humans. 
Later, he described other metabolic disorders: albinism, cystinuria, porphyria, pentosuria. He 
was the first man who defined the biochemical basis of Alkaptonuria [1]. His pioneering work 
led to the foundation for the development of a new field of Human Biochemical Genetics. 
However, Garrod’s work was not well accepted in early nineteenth century because the nature 
of gene was not fully understood [2]. 

 Later, George Beadle and Edward Tatum scientifically proved his findings in 1941 and 
proposed the one gene–one enzyme theory. This theory proposed that each gene has a genetic 
information to synthesize a protein (enzyme). However, this theory is generally (but not ex-
actly) correct.

2.1 Genetic basis

 Mutation in single genes is the genetic basis of inborn errors of metabolism. A mutation 
is the change of human genome (genes) which can arised by exposer of viruses, pathogenic 
bacteria, UV-radiations, unhealthy foods and environmental factors. Thus, mutations causes 
abnormalities in genes (genetic disorders) which consequently resulting in inherited human 
diseases. As per Mendelian Laws of Inheritance, all genotypic information are inherited from 
one generation to another which determine phenotypic and genotypic characteristics in human 
beings [3]. Most IEM are genetically-transmitted diseases result from alteration in either au-
tosomal recessive (non-sex chromosomes) or X-linked recessive (sex-linked chromosomes). 
Genes disorders inherit as either dominant or recessive mode in human beings [4].

 Let us understand inheritance pattern. Fig.1.1 shows the autosomal recessive inheritance 
pattern of a family in which father and mother have normal two carrier genes which transfer 
to children. Individuals with one working copy and one non-working copy of the gene are 
called carriers. Recessive genetic disorders determined by two carrier genes, one inherits from 
the father and one from the mother. Therefore, the chance to have carrier genes in autosomal 
inheritance pattern is as follows: 

1. Child (A) will be normal with 25% chance of inheritance 

2. Child (B and C) will be 50% carrier like the parents but usually will not appear symptoms 
and 

3. Child (D) will have 25% chance to get an inherited disorder when an individual receives the 
same abnormal gene for the same trait from each parent.
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3. IEM: Metabolic consequences

 Let us understand how gene mutation affecting a metabolic pathway at biochemical 
level. As you know metabolism is basically energy production and consumption process that 
undergoes in a series of chemical reactions occurring within a cell. Metabolic pathways are 
required for maintenance of the human body in healthy state. All metabolic events are driven 
by enzymes that are catalytic proteins and their main function is to accelerate the rate of bio-
chemical reactions, without being altered during that process. Enzymes play a crucial role in 
the metabolism of food stuffs, such as proteins, fats, and carbohydrates. If an error in the nor-
mal metabolic process due to deficiency of an enzyme caused metabolic abnormalities. 

 Fig.1.2 revealed the biochemical basis of inherited metabolic defect in which a gene 
code for an enzyme that catalyzes a specific substrate into products in a biochemical pathway. 
On the other hand, the gene is mutated that codes an enzyme leads to the formation of a defec-
tive enzyme. As a result, a metabolic blockage occurs in a specific metabolic pathway resulting 
in elevation of substrate concentration and product shortage in cells [5].

Therefore, the possible metabolic consequences of IEM are:

• Accumulation of a substrate, 
• Accumulation of intermediate Metabolites, 
• Lack of an essential product, 
• Interfere with normal metabolic function.

Figure 1.1: Autosomal recessive Inheritance:  
Source: http://learn.genetics.utah.edu/content/disorders/singlegene/
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 You have studied till now genetic basis and metabolic consequences of the Inborn errors 
of metabolism. The disorders of IEM are classified on the basis of defect in specific enzymes 
involved in the metabolism of amino acids, carbohydrates, lipids, purines and pyrimidines. Let 
us discuss one by one.

4. Disorders of amino acid metabolism

 As you know, amino acids are the building block of proteins. Amino acid metabolic 
disorders are defined by accumulation of metabolic intermediates that cause specific tissue 
and organ damage [6]. The amino acid-metabolic disorders along with other characteristics 
are listed in Table 1. The chemical reactions along with enzymes involved in the catabolism 
of phenylalanine and tyrosine are shown in Fig.1.3. Let us discuss the disorders of amino acid 
metabolism.

4.1 Phenylketonuria (PKU)

 Phenylketonuria is a common autosomal recessive inborn error of phenylalanine leads 
to intellectual disability if untreated. The estimated incidence of PKU 1 in 10,000 newborns. 
Phenylalanine is an essential amino acid which means it cannot synthesize in the body and 
must be taken from the diet. In PKU, the first step of phenylalanine catabolism is affected due 
to the defective catalytic activity of phenylalanine hydroxylase enzyme. 

Figure 1.2: Inborn errors of metabolism  
Source: https://www.britannica.com/science/metabolic-disease

Note: Defective enzymes are shown by        red summing junction in all metabolic reactions 
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Cause

 The primary cause of PKU is deficient of phenylalanine hydroxylase, the first enzyme of 
phenylalanine catabolism which converts phenylalanine into tyrosine in cells (Fig. 1.4). With 
the deficiency, phenylalanine cannot convert to tyrosine resulting in accumulation of phenyla-
lanine in tissues [7]. 

 A secondary pathway (normally little used) involved in decreasing the concentration of 
phenylalanine in which it converts to phenylpyruvate which further is reduced or oxidized to 
form phenyllactate and phenylacetate respectively. Both phenylalanine and phenylacetate ac-
cumulate in tissues and blood which can excrete in urine. Hence, the name phenylketonuria.

Figure 1.3 Inherited enzyme defects in catabolic pathway of phenylalanine and Tyrosine and the defective 
enzyme in indicated by      red summing junctions and the metabolic diseases shaded in the Yellow color 
(Taken from Principle of Biochemistry, Nelson & Cox, 2004).
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The characteristic musty odor of urine is due to phenylacetate, which raises suspicion during 
infancy [8].

Clinical symptoms

 Without effective therapy, affected people with PAH deficiency, known as classic PKU, 
develop profound and irreversible biochemical abnormalities such as mental retardation and 
neurological dysfunctions, eczema in the early life of infants. Few babies may exhibit epi-
lepsy, Parkinson like features and decreased skin and hair pigmentation.

Diagnosis

 The estimation of phenylalanine level in the blood (usually above 600 µmol/L) is pri-
marily used to detect PKU. Increased level of Phenylalanine and phenylpyruvate in blood and 
urine are analyzed to confirm the PKU using Gas chromatography-mass spectrometry 

Treatment 

 Early diagnosis of PKU in affected person is beneficial for the treatment. People with 
PKU may recommend restricting the intake of phenylalanine in diet for reducing the toxic ef-
fects of phenylalanine accumulation and maintain the level of phenylalanine (2-6 mg/dL) in 
plasma. The adjuvant therapy with sapropterin is also helpful for PKU treatment.

4.2 Alkaptonuria

Alkaptonuria is the first inborn errors of metabolism discovered by Garrod. Estimated incident 
of alkaptonuria is about 2-5 per million live births.

Cause

 Affected people with alkaptonuria have a deficient enzyme activity of the homogenti-
sate 1,2-dioxigenase. This enzyme metabolizes homogentisic acid to maleylacetoacetic acid 
(Fig. 1.5).

 Figure 1.4
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 Deficient enzyme leads to abnormal accumulation of homogentisic acid in blood and 
tissues. High level of homogentisic acid in tissues cause a syndrome is called ochronosis. 
Recent findings reported that alkaptonuria is now considered a multisystemic disease starting 
from the third decade of life and classified as a secondary amyloidosis [9,10]. On exposure to 
atmospheric oxygen, urine homogentisic acid is converted into coloured compound [11] (Fig. 
1.6).

Clinical symptoms

 Affected person show an abnormal level of homogentisic acid in cartilage tissue caused 
inflammation and arthritis in older people (Fig. 1.7) [12].

Diagnosis

 The urine level of homogentisic acid is primarily measured to the diagnosis of alkap-
tonuria. The excretion level of HGA is usually about 1-8 grams per day in alkaptonuria’s pa-
tients.

Treatment

 Vitamin C and low proteins diet are recommended to control of the ochronosis by reduc-
ing the level of homogentisic acid in tissues. Newborn screening and oral nitisinone therapy 
may also helpful for the treatment of this disease

 Figure 1.5

Figure 1.6
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4.3 Tyrosinemia

 Tyrosinemia is also metabolic genetic disorders of phenylalanine catabolism, occur usu-
ally in newborns. This disorder results due to the absence or deficiency of enzymes involved 
in the multiple steps of phenylalanine and tyrosine catabolism (Refer Fig. 1.4). Untreated ty-
rosinemia can be fatal for life [14]. 

However, there are three subtypes of Tyrosinemia: 

Tyrosinemia I

 Lack of fumarylacetoacetate hydrolase (FAH) enzyme with inherited genetic defect re-
sults in tyrosinemia disease. This enzyme involves in tyrosine metabolism which converts fu-
maryl acetoacetic acid into fumaric and acetoacetic acids (Fig. 1.8). Deficiency of this enzyme, 
fumaryl acetoacetic acid and other intermediate precursors accumulate in the tissue and organ 
cause liver and renal diseases. Hence, it is also called hepatorenal tyrosinemia.

Clinical symptoms

 Diarrhoea, vomiting, renal tubular dysfunction, vitamin D-resistant rickets, acute inter-
mittent porphyria-like symptoms (abdominal pain, neuropsychiatric findings and sensitive to 
light), hypertension, Progressive liver and renal failure. 

Tyrosinemia II

Figure 1.7: Nails and dorsum of hands showing bluish-colored discolorationin affected people with alkapto-
nuria [13].

Figure 1.8
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 This disorder is caused by the deficiency of tyrosine aminotransferase enzyme, which 
catalyzes the first step in the catabolism of tyrosine forming the corresponding keto acid, p-
hydroxyphenyl pyruvic acid (Fig. 1.9). Deficiency of this enzyme leads to accumulation of the 
tyrosine in cells and blood.

 

Clinical symptoms

 Accumulation of tyrosine can affect on eyes, skin, and mental development. This dis-
ease begins in early childhood. Persistent keratitis and hyperkeratosis occur on the fingers, 
palms of hands and soles of feet, moderate mental retardation.

Neonatal tyrosinemia

Tyrosinemia Type III 

 This disorder occurs due to the defective enzyme, p-hydroxyphenyl pyruvic hydroxy-
lase which normally involved in catalyzing of p-hydroxyphenyl pyruvic acid into homogenti-
sic acid (see Fig. 2.0). The condition is more common in premature infants. 

Diagnosis

 Estimation of succinylacetone and tyrosine metabolites in blood and urine establishes 
the definitive diagnosis of Tyrosinemia I and distinguishes from other types of Tyrosinemias. 

Treatment

 The dietary restriction of tyrosine and phenylalanine with low protein diet may useful 
to control clinical symptoms of all three types of tyrosinemias. The drug, nitisinone known as 
NTBC has shown to be effective for the treatment of Tyrosinemia I. 

Figure 1.9

Figure 2.0
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4.4 Albinism

 Albinism is another congenital hereditary disorder of amino acid metabolism in which 
biosynthesis of melanin is defective. Melanin is a color pigment absent in certain parts of the 
body such as eyes, patches of skin and areas of hair. Normally, melanin is polymers of the 
amino acid tyrosine which gives color to skin, hair and eyes [15].

Cause

 Albinism is caused by the mutation in a gene coding tyrosine hydroxylase enzyme. This 
enzyme converts tyrosine to 3,4-dihydroxy phenylalanine (DOPA) (Fig. 2.1). Deficient activ-
ity of this enzyme leads to albinism in which melanin formation is missing. This condition is 
referred to hypomelanosis [16]. The pale skin, pinkish eyes and visual abnormalities are pri-
mary symptoms of this disease.

Clinical symptoms

 Albinism can affect eye and skin in infants or people. This condition refers to oculocu-
taneous albinism (OCA) resulting in hypopigmentation of the hair, skin and eyes. Therefore, 
this disease leads to extremely pale skin, poor vision and white hair [17].

Diagnosis

 Diagnosis is based on biochemical finding of hypopigmentation of the skin and hair. 
Molecular genetic testing of OCA gene is available for the albinism diagnosis. 

Treatment

 There is no treatment for albinism. Albino people require visual rehabilitation such as 
wear prescription lenses for correction of refractive errors, use hats with brims and dark glass-
es or transition lenses to reduce discomfort from bright light and wear protective clothing to 
protect skin from sun exposure

4.5 Urea cycle defects

 This is an autosomal recessive inherited genetic disorder that affecting the urea cycle.
The liver is a vital organ which plays a promising role in detoxification of nitrogenous wastes 

Figure 2.1
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by forming the compound urea through the urea cycle. Urea is a major disposal byproduct of 
amino acids. The disturbance in the normal urea cycle leads to accumulation of urea causing 
cellular toxicity (Fig. 2.2). The estimated incidence of urea cycle defects is about 1 in 8,000 
live births and generally occurs in the first few days of life.

Cause

 The urea cycle disorders (UCDs) are caused by defective or total absence of catalytic 
activity of the first five enzymes involved in the urea cycle [18]. Errors in this cycle, body 
unable to detoxify nitrogen content leads to abnormal accumulation of ammonia and other 
precursor metabolites. These enzymes are:

• Carbamoylphosphate synthetase I deficiency (CPS1)

• Ornithine transcarbamylase deficiency (OTC)

• Argininosuccinic acid synthetase deficiency (ASS1)

• Argininosuccinic acid lyase deficiency (ASL)

• Arginase deficiency (ARG)

 A defect in the arginase enzyme resulting argenimia while absence of argininosuccinase 
and carbamoyl phosphate synthase-I may also cause argininosuccinic acidemia and carbamoyl 
phosphate I deficiency respectively [19].

Clinical symptoms

 Infants with a severe urea cycle disorder are normal at birth but rapidly develop hyper-
ammonemia condition resulting in neurologic damage, coma with presenting symptoms such 
as cerebral edema, lethargy, anorexia, hyper- or hypoventilation, hypothermia, seizures, neu-
rologic posturing, long term hyperammonemia is toxic to human beings resulting in mental 
retardation.

Diagnosis

 Measurement the elevated level of ammonia, arginine, arginosuccinate in plasma and 
orotic acids in urine are used to diagnosis of urea cycle disorders 

62

Advances in Biochemistry & Applications in Medicine



Treatment

 Nutritional modification with low protein diet may help in controlling the level of am-
monia in the body [20]. Sodium phenylbutyrate is the primary medication used to treat urea 
cycle disorders. This drug allows an alternative pathway to disposal of nitrogen from the body. 
If medicine and nutritional treatment failed, liver transplantation becomes an option for UCD’s 
patient.

4.6 Homocystinuria

Homocystinuria is a rare inherited disorder of metabolism of the methionine. 

Cause

 This disorder results due to the deficit activity or absence of cystathionine β-synthase 
enzyme involved in methionine degradation. In normal metabolism, methionine converts into 
homocysteine which further form cystathionine in presence of cystathionine β-synthase as 
shown in Fig. 2.3. This defect leads to accumulation of homocysteine in tissues [21].

Figure 2.2 Urea Cycle defects

Figure 2.3
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Clinical symptoms

 High level of homocysteine in cells causing lipid peroxidation, fibrosis, and atherogen-
esis and affecting muscles, cardiovascular system and nervous system.

Diagnosis

 Estimation of the level of homocysteine, total homocysteine, homocysteine-cysteine 
mixed disulfide, and methioninein plasma. 

Treatment

 Vitamin B6 (Pyridoxine) therapy, betaine, folate and vitamin B12 supplementation are 
used to control the biochemical abnormalities, especially to management the plasma homo-
cysteine and homocysteine concentrations and prevent thrombosis.

4.7 Maple syrup urine disease (MSUD)

 MSUD is an inherited disorder of branched chain amino acids. Affected people with 
MSUD have a defective gene inherited from their family.

Cause

 The metabolic deficiency of branched-chain enzyme, α-keto acid dehydrogenase causes 
MSUD in which the body is unable to breakdown the branched-chain amino acids (BCAAs)- 
Leucine, isoleucine and valine. This leads to buildup keto-acids in tissues and blood resulting 
metabolic problem. MSUD is also called branched-chain ketoaciduria [22] (Fig 2.4). 

 Clinical symptoms

 MSUD is characterized by the sweet-smelling urine, with an odor similar to that of 
maple syrup. The biochemical features include neurological disorder, poor feeding, vomiting, 
dehydration, lethargy, hypotonia, ketoacidosis, hyperammonemia, pancreatitis, and coma.

Diagnosis

Figure 2.4
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 Biochemical estimation of plasma levels of BCAAs, allo-isoleucine and the urine levels 
of branched-chain hydroxyacids and keto-acids (BCKAs) are primary used diagnostic markers 
for detection of the MSUD. 

Treatment

 Dietary leucine restriction, judicious supplementation with isoleucine and valine, and 
frequent clinical and biochemical monitoring may help to manage people with MSUD.

5. Disorders of carbohydrate metabolism

 The disorders in this group show the wide range of clinical symptoms because of abnor-
malities in carbohydrate metabolism. Carbohydrates are the main component of our diet 

Name of Disease Defective process Defective enzyme 
Symptoms and clinical 

effects

Phenylketonuria
Phenylalanine to 

tyrosine
Phenylalanine 
hydroxylase 

Vomiting and mental 
retardation

Alkaptonuria Tyrosine degradation 
Homogentisate

1,2- dioxygenase

Dark pigment in urine; 
acute arthritis

Tyrosinemia Tyrosine degradation

fumarylacetoacetate 
hydrolase, tyrosine 
aminotransferase, 
p-hydroxyphenyl 

pyruvic hydroxylase

Diarrhoea, vomiting, 
renal tubular 

dysfunction, mental 
retardation

Albinism Melanin synthesis

Tyrosine 3-    
monooxygenase 

(tyrosinase) Lack of pigmentation: 
pale skin, poor vision 

and white hair

Argininemia Urea synthesis Arginase 
Mental retardation

Vomiting; convulsions

Lethargy; convulsions; 
early death

Argininosuccinic

Aciduria
Urea synthesis Argininosuccinase

Carbamoyl phosphate 

Synthetase I deficiency
Urea synthesis

Carbamoyl phosphate 
synthetase I 

Homocystinuria Methionine degradation
Cystathionine 

β-synthase

Faulty bone 
development; mental 

retardation,fibrosis, and 
atherogenesis

Maple syrup urine 
disease (branched- 
chain ketoaciduria)

Isoleucine, leucine, and 
valine degradation

Branched-chain α-keto 
acid dehydrogenase 

Neurological problems, 
poor feeding, vomiting, 
dehydration, lethargy, 

Vomiting

Table 1.1: Genetic disorders affecting amino acid catabolism
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which are made up of long chains of simple sugar molecules. Normally cellular enzymes me-
tabolize carbohydrates into glucose (a type of sugar) or simpler molecules. If an enzyme needs 
to metabolize of certain sugar is missing, the sugar can accumulate in the body, causing health 
problems. Carbohydrate metabolic disorders result due to the defect in one or more enzymes 
involved in carbohydrate metabolism. Let us study about carbohydrate metabolic disorders in 
this section. 

5.1 Galactosemia 

 The term “Galactosemia” means high galactose level in the blood. It is a rare inherited 
genetic disorder of carbohydrate metabolismin which the body unable to metabolize the ga-
lactose leading to metabolic abnormalities. Although, galactose is natural component found in 
milk and milk products. The incidence of this disease is about 1 in 18,000 live births.

Cause

 People with galactosemia have an inherited defective gene that code galactose-1-phos-
phate uridyl transferase enzyme. This enzyme converts galactose-1-phosphate to glucose-1-
phosphate (Fig 2.5). Some other inherited defective enzymes such as galactokinase and epim-
erase involved in the galactose metabolism can cause galactosemia disease. Hence, galactose 
accumulates in the cells which further transport into blood leading to galactosemia [23]. 

Clinical symptoms

 Convulsions, irritability, lethargy, poor feeding, poor weight gain, yellow skin and 
whites of the eyes (jaundice) and vomiting are common symptoms. 

Diagnosis 

 Enzymatic essay of galactose-1-phosphate uridylyl-transferase in the blood is used to 
detect of affected people with galactosemia. Newborn screening can be done on total galactose 
levels in blood sample. 

Treatment

Figure 2.5
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 The clinical symptoms of galactosemia can control with nutritional therapy mainly both 
galactose and lactose free diet. Infants should be fed a formula (e.g., soy formula) that contains 
trace levels of galactose or lactose. Continued dietary restriction of dairy products in older 
children is recommended for galactosemia.

5.2 Hereditary fructose intolerance (HFI)

 Hereditary Fructose Intolerance (HFI) is another autosomal recessive genetic disorder 
of carbohydrate metabolism. Fructose is a natural monosaccharide found in many fruits, veg-
etables and honey. 

Cause

 The Acatalytic deficiency of an aldolase-B enzyme (fructose-1,6-bisphosphate aldolase) 
causes the HFI disease. This enzyme normally converts fructose-1-phosphate to dihydroxy-
acetone phosphate and glyceraldehyde in glycolysis pathway (Fig. 2.6). Deficiency of this 
enzyme allows accumulation of fructose-1-phosphate in the liver, kidney and small intestine 
resulting in metabolic inhibition of glycogen and glucose, thereby causing severe hypoglyce-
mic condition (low sugar in the blood) in the human body.

Clinical symptoms

 Affected people with this disease have symptoms like abdominal pain, vomiting and 
weakness. 

Diagnosis

 The direct detection of catalytic activity of Aldolase B enzyme in liver and kidney tissue 
is useful for diagnosis of HFI. Recently, the diagnosis of HFI has made simpler by the PCR-
based method for detection of mutated aldolase-B gene in patients [24].

Treatment

 Nutritional treatment along with fructose-free diet may help to manage biochemical 
symptoms of HFI.

Figure 2.6
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5.3 Hereditary lactose intolerance (HLI)

 Lactose intolerance is a common inherited disease in childhood. Lactose, a milk sugar is 
metabolized by the lactase enzyme in the body. It is an intestinal enzyme which splits dietary 
lactose into glucose and galactose during the process of digestion (Fig. 2.7). Lactose intoler-
ance can exhibit in children at age three [25].

Cause

 Individuals with lactose intoleranceis unable to digest milk and milk product due to 
lack or insufficient amounts of the lactase enzyme in the body. Normally, lactase breaks down 
lactose into glucose and galactose. With this insufficiency, lactose accumulates in the intes-
tine wherein intestinal bacteria fermented the lactose by converting it into short-chain acids 
and gases like hydrogen (H2) and carbon dioxide (CO2) which leads to flatulence or stomach 
pain. 

Clinical symptoms

 Abdominal cramps, diarrhea, flatulence. production of gases like hydrogen (H2) and 
carbon-dioxide (CO2) are common symptoms of lactose-intolerance which leads to intestinal 
irritants. 

Diagnosis

 The direct biochemical assay of lactase activity from a jejunal sample is the most com-
mon method for the diagnosis of lactose intolerance. Molecular technique is used to identify 
the defective lactase gene for early diagnosis [26].

Treatment

 Treatment requires both fructose and lactose-free dietand limited intake of dairy prod-
ucts recommended for patients. 

Figure 2.7
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5.4 Glycogen storage diseases (GSD)

 A genetic defect in catabolic pathway of glycogen leading to develop glycogen stor-
age diseases. Recall the structure of glucose and glycogen to understand the glycogen storage 
diseases. Fig. 2.8 showed the structure of glycogen consists of branched-chain polymers of 
glucose residues (up to 50,000) and the residues link together within chain by glycosidic bonds 
(α-1 → 4 and α-1 →6). Glycogen is a storage form of glucose stored mainly in the liver and 
muscles.

 

 When blood sugar level goes down, glycogen is broken down into glucose which fur-
thers transports into the blood. Deficiency of enzymes involved in the glycogen metabolism 
result in progressive accumulation of glycogen in the liver and muscles. The most affected 
organ is the liver [27].

Let us discuss important glycogen storage diseases:

5.4.1 Glycogen storage disease type I (GSD-I) or von-gierke disease 

Table 1.2: Metabolic Disorders of Carbohydrate Metabolism.

Name of Disease
Substrate 
involved

Enzyme defect
Metabolite 

accumulated
Reported 
incidence

1. Galactosemia Galactose
Galactose-1-

phosphate uridyl 
transferase

Galactose-
1-phosphate 

galactiol
1:50,000

2. Hereditary Fructose 
Intolerance (HFI)

Fructose Hepatic aldolase B
Fructose-1-
phosphate

1:40,000

3. Hereditary Lactose 
Intolerance (HLI)

Lactose Lactose lactose     -

4. Pentosuria 
L-Xylulose NADP-

dependent xylitol 
dehydrogenase

L-Xylulose 1:50,000

5. Fructosuria Fructose
Hepatic 

fructokinase
Fructose 1:130,000

Figure 2.8 Structure of glycogen 
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 In 1929, Von Gierke described the first glycogen storage disease. It is also known as Von 
Gierke disease.

Cause

 An inherited defect in the glucose-6-phosphatase enzyme causes metabolic abnormali-
ties in glycogen metabolism. This enzyme catalyzes glucose-6-phosphate to glucose in liver 
and muscles. This enzymatic defect leads to developing Von Gierke disease in which glycogen 
cannot convert finally into glucose molecules (Fig. 2.9). This disease is characterized by low 
blood sugar level and excessive accumulation of glycogen in liver and muscle. Due to absence 
of this enzyme,

Clinical symptoms

 The primary symptom in untreated infants is hypoglycemia, hepatomegaly, lactic acido-
sis, hyperuricemia, hyperlipidemia, hypoglycemic seizures. Progessive complications are fatty 
liver, doll-like faces, short stature and protuberant abdomen are observed in affected people 
and children [28].

Diagnosis 

 Histological examination of liver tissues can be used to visualize abnormal glycogen 
content in affected people with type I disease. The detection of GSD-I gene in patients can al-
low for early diagnosis of this disease. 

Treatment

 Nutritional therapy may help to maintain blood glucose levels, to control hypoglycemia, 
and to provide optimal nutrition for growth and development. The nutritional interventions 
include frequent daytime feedings, nighttime intragastric continuous glucose infusion and oral 
uncooked cornstarch may necessary for the management of this disease. Liver function test 
must be monitored for the efficacy of dietary treatments.

Figure 2.9
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5.4.2 Pompe disease or Type II glycogen storage disease

 It is an autosomal recessive inheritance disorder caused by mutation in the gene coding, 
acid-α-glucosidase enzyme. It is also commonly shortened to GAA that stands for glucosidase 
acid alpha, which is the name given to the gene. This GAA gene active in lysosomes of liver, 
heart and muscle tissues. This disease occurs in infant, children and people who inherit a de-
fective gene from their parents. This disease is also referred to as lysosomal storage disease. 

Cause

 People with the pompe disease have a deficiency of acid-α-glucosidase enzyme (Fig. 
3.0). With this genetic disorder, the body cannot breakdown glycogen into the simple sugar 
(glucose) leading to accumulation of lysosomal glycogen in the heart, skeletal and smooth 
muscle, and the nervous system [29].

Clinical symptoms

 Classical infantile-onset pompe disease symptoms can appear in infants with muscle 
weakness, breathing problems, feeding problems leading to failure of respiratory system and 
hearing loss. Without treatment or delay diagnosis, this disease can be harmful to health of the 
infants or children.

Diagnosis

 Enzymatic assay of GAA activity in blood is the common way to confirm the Pompe 
disease in patient. GAA mutation analysis is confirmatory test for diagnosis of this diseases.

Treatment

 Nutritional therapy may provide temporary improvement in patient with Pompe disease 
but early diagnosis is better option for the treatment. Enzyme replacement therapy (ERT) with 
Myozyme® or Lumizyme® (alglucosidase alfa) can become new treatment options for af-
fected people with the Pompe disease [30].

5.4.3 Type III or Cori disease

Figure 3.0
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 Glycogen storage disease Type III is known as Cori disease. It is an inherited, an auto-
somal recessive genetic disorder caused by a mutation in the gene coding debranching enzyme 
“amylo (α-1→6) glucosidase” which is a key enzyme to split branched-glucose molecules 
from glycogen in glycogen degradation. The conversion of glucose to lactate in the muscles 
and lactate to glucose in the liver is called the Cori cycle [31].

Cause

 People who lack the debranching enzyme leading to develop the Cori disease. This 
diseases causes progressive accumulation of glycogen which impaired the physiological func-
tions of organ and tissues particularly, in liver and muscle (Fig. 3.1).

Clinical symptoms

 The dominant clinical features of this disease are hepatomegaly, hypoglycemia with 
fasting and its clinical significance ranges from asymptomatic in the majority to severe cardiac 
dysfunction, congestive heart failure, and (rarely) sudden death [32].

Diagnosis

 Elevated serum concentrations of transaminases and CK are the hallmarks of GSD III. 
The debranching enzyme activity test and histopathology examination are useful for the de-
finitive diagnosis of Cori diseases.

Treatment

 GSD III’s patients treated with high protein diet to control the clinical symptoms.Cur-
rently, there is no effective treatment for progressive hepatomegaly

6. Disorders of lipid metabolism

Figure 3.1
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 Inherited genetic defects in the lipid metabolism leads to excess storage of lipids in ecto-
pic tissues, such as skeletal muscle, liver, and heart, seems to associate closely with metabolic 
abnormalities and cardiac disease. Storage disorders involve in specific enzyme deficiency in 
lysosomal degradation pathways. In fact, most lipid metabolic disorders arise from inherited 
defect in the catabolism of sphingolipids. The lipid-like sphingolipid is a constituent of cell 
membrane primarily rich in brain cells. Fig. 3.2 shows some disorders in degradative pathway 
of membrane lipid sphingolipids and inherited defective enzymes.

Let us discuss biologically important lipid metabolic disorders. 

6.1 Gaucher disease (Glucosyl ceramide lipidosis)

 In 1882, the French physician Philippe Gaucher described the first lipid storage disease 
in lysosomes and hence the name is referred as Gaucher Disease. Overall, the estimated inci-
dence is about 1 in 7000 live births. 

Cause

 Glucocerebroside metabolism is caused by the β-glucocerebrosidase enzyme deficiency, 
which normally breakdowns glucocerebroside into glucose and ceramide (Fig. 3.3). With the 

Figure 3.2: Metabolic defects in the Sphingolipidsmetabolism (Courtesy: Nelson & Cox, 2008).
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deficiency, glucocerebroside accumulates in lysosomes and macrophages resulting in enlarge-
ment of cells. These abnormal cells are called Gaucher cells [35].

                    

Clinical symptoms

 The common features of this disease are osteopenia, sclerotic lesions, hepatosplenom-
egaly, anemia, thrombocytopenia and lung disease which may finally affect in proper function-
ing of central and peripheral nervous system.

Diagnosis

 The test for determination of deficient activity glucocerebrosidase enzyme in the blood 
and analysis of β-glucocerebrosidase enzyme gene may reliable for the diagnosis. 

Treatment

 Enzyme replacement therapy (ERT) or substrate reduction therapy (SRT) is available as 
the first effective treatment for Gaucher disease.

6.2 Fabry disease

 Unlike most other sphingolipidoses, Fabrydisease is an inherited X-linked recessive 
lysosomal storage disorder, occurring mostly in adults. The Johannes Fabryand Anderson dis-
covered Fabry disease in 1998 hence, it is also referred to as Anderson-Fabry disease. The 
estimated incidence is about 1 in 40,000 live births.

Cause

 Genetic mutation in a gene encoding α-galactosidase, a lysosomal enzyme leads to de-
velop Fabry disease (Fig. 3.4). Deficiency or low activity of α-galactosidase-A enzyme causes 
abnormal accumulation of sphingolipid in lysosomes leading to a wide range of clinical ad-
verse effects including renal, cardiac, cerebrovascular and skin disorders [34].

Figure 3.3
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Clinical symptoms

 If untreated, affected people with Fabry disease have average life expectancy about 15-
20 years. The classical symptoms include renal failure, cardiovascular dysfunction, neuropa-
thy, stroke and skin disease. 

Diagnosis

 Demonstration of marked a-galactosidase A deficiency in blood or tissues is the defini-
tive method for the diagnosis. Molecular analysis of GLA enzyme gene can also be done to 
diagnosis. 

Treatment

 Enzyme replacement therapy along with medicine may useful for preventing the symp-
toms of Fabry disease.

6.3 Niemann-pick disease (Sphingomyelin lipidosis)

 Niemann-Pick disease is another lipid storage disorder which was first described by Ni-
emann and Pick. It is also known as sphingomyelin lipidosis. It is an autosomal recessive ge-
netic disorder in which the body unable to metabolize of sphingomyelin in cells. Due to lack of 
lysosomal sphingomyelinase human cells cannot metabolize sphingomyelin. This stage leads 
to abnormal storage of sphingomyelin primarily in lysosomes. Hence, it is called lysosomal 
storage disorders. Lipids like sphingomyelin and cholesterol present in all cell membrane and 
metabolize in lysosomes [36]. 

This disease is classified into two types: 

Niemann-Pick Type-A disease results in neurological dysfunctions in infants and hepatosple-
nomegaly.

Niemann-Pick Type-B affects visceral system with little to no neurological detriment.

Figure 3.4
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Cause

 Both diseases (Types A & B) are caused by inherited defect in the lysosomal sphingo-
myelinase enzyme, which normally breakdowns sphingomyelin into phosphorylcholine and 
ceramide (Fig. 3.5). 

Clinical symptoms

 Include enlarged liver and spleen, mental retardation, a classic cherry-red spot in the 
retinaand early death.

Diagnosis

 The diagnosis is established by detection of sphingomyelinase enzyme activity in pe-
ripheral blood lymphocytes or cultured skin fibroblasts.

Treatment

 Adequate nutrition with low- cholesterol dietis recommended for supportive treatment 
to manage the symptoms of NPC diseases. There is no effective treatment for NPC diseases, 
but stem cell transplantation may help to cure the Type-A and Type -B diseases. 

6.4 Tay-Sach’s disease (TSD) (Ganglioside lipidosis)

 This disease is an inherited disorder of lipids particularly sphingolipids in which lipids 
accumulate in the cells leading to health problems. Gangliosides are glycosphingolipids con-
tain a fatty acid, sphingosine, oligosaccharide chain. It is rich in the nerve cell membrane. 

Cause

 Tay-Sach’s disease results from a genetic defect in the hexosaminidase-A enzyme 
(Hex-A). This is a vital enzyme which cleaves glycosidic bond attaching N-acetyl-hexosamine 
in ganglioside GM2 (Fig. 3.6). Due to the absence of Hex-A enzyme, GM2 cannot convert to 
GM1 resulting in accumulation of sphingolipids in brain leading to degeneration of the ner-
vous system [33].

Figure 3.5
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Clinical symptoms 

 The symptoms of Tay-Sachs disease begin between ages three and six months with 
progressive weakness, growth retardation, loss of motor skills, paralysis, blindness, Without 
treatment, death, usually by 3 to 4 years. More than 90 % of the patients with this disease have 
a characteristic cherry-red spot in the retina.

Diagnosis

 The determination of hexosaminidase-A enzyme activity (HEXA) in the serum or white 
blood cells is the common biochemical marker for Tay-Sachs disease. Molecular genetic test-
ing of HEX-A enzyme gene is the best accurate method for diagnosis of Tay-Sach’s disease. 

Treatment 

 Affected people with this disease needs to support with adequate nutrition and hydra-
tion. Genetic analysis and enzymatic screening programs can help to control this disease.

7. Disorders of purine and pyrimidine metabolism

 Inherited defective genes cause enzymatic deficiencies in purine and pyrimidine me-
tabolism. As you know, purine and pyrimidine are nitrogenous bases that form nucleic acids 
(DNA and RNA). Let us discuss first purine metabolic disorders.

7.1 Lesch-nyhan syndrome

 A genetic lack in hypoxanthine-guanine phosphoribosyl transferase (HGPRT) enzyme 
activity results in Lesch-Nyhan syndrome. Although, it is a rare syndrome caused by a muta-
tion in the HGPRT gene located on the X-chromosome. HGPRT involves in the salvage path-
way in which purine and pyrimidine are recycled from free purine and pyrimidine nitrogenous 
bases. This enzyme helps to convert hypoxanthine to inosine monophosphate (IMP) and gua-
nine to guanosine monophosphate (GMP). The final step of this pathway, xanthine oxidase en-
zyme converts hypoxanthine to xanthine which is further oxidized to uric acid and it excretes 
primarily in the urine (Fig. 3.7). This syndrome leads to excessive accumulation of uric acid in 

Figure 3.6
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cells causing toxicity. The most affected organ is the brain [37]. 

7.1.1 HGPRT deficiency leads to gout disease

 Gout is a common disorder associated with HGPRT deficiency which is characterized 
by high level of uric acid in the blood (hyperuricemia). Uric acid is anend-product of the 
purine degradation. In the blood, most uric acid is present in the form of monosodium urate. 
High levels of urate deposit in crystal form in tissues resulting skin nodules (tophi), joint pain, 
kidney damage and stones. The normal level of uric acid is 3-7 mg/dl in blood when its level 
is more than 7 the condition is called hyperuricemia. Urate crystal saturates in the tissues and 
joints caused a serious clinical problem. 

Clinical symptoms

 The most common clinical features include hypotonia and developmental delay are evi-
dent by age three to six months in affected children. Persistent self-injurious behavior (biting 
the fingers, hands, lips, and cheeks; banging the head or limbs) is a hallmark of the disease. 
Abnormal disposition of urate crystals in joints can cause joint pain and acute arthritis. 

Diagnosis 

 Estimation of high urate concentration and HGPRT enzyme activity in serum are the 
main diagnostic tool for prompt diagnosis. A urinary urate-to-creatinine ratio greater than 2.0, 
indicating uric acid overproduction (hyperuricemia), is a characteristic for children younger 
than age ten years. HPRT1 is the only gene known to be associated with Lesch-Nyhan syn-
drome.

Treatment

Figure 3.7
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 The high rich diet of meat and seafood containing uric acid should be restricted. Al-
lopurinol drug can use to treat people with gout and this drug inhibits xanthine oxidase activity 
and reduces the formation of uric acid. Non-steroidal anti-inflammatory drug (NSAID) may 
recommend to reducing the clinical symptoms of the gout disease.

7.2 Adenosine deaminase deficiency 

 The adenosine deaminase deficiency is known as the Severe Combined Immunodefi-
ciency (SCID). The SCID is an autosomal recessive disorder results from mutation in the gene 
encoding adenosine deaminase (ADA) enzyme which converts adenosine to inosine in the 
purine catabolism (Fig. 3.8) [38].

 

 This enzyme is present in a variety of cells, mainly lymphocytes cells. ADA deficiency 
leads to accumulation of adenosine and rises dATP levels resulting in depletion of lympho-
cytes cells. It also decreases production of T cells, B cells and natural killer cells (NK cells). 
The incidence of ADA deficiency is approximately 14%. Untreated children with this disorder 
usually die by the age of two.

Clinical symptoms

 Usually present with failure to thrive, opportunistic infections, persistent diarrhea, ex-
tensive dermatitis and recurrent pneumonia.

Diagnosis

 Estimation of ADA catalytic activity in blood cells confirmed the diagnosis of deficiency 
of ADA. Molecular genetic analysis of ADA gene can be performed for the ADA deficiency. 

Treatment 

 Bone marrow transplantation is the best option for the treatment of SCID. Bovine ADA 
has been shown to be beneficial for appropriate therapy for SCID’s patients. 

7.3 Disorders of pyrimidine metabolism

Figure 3.8
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7.3.1 Orotic aciduria

 This is an inherited autosomal recessive disorder caused by a deficiency of UMP syn-
thase, a bifunctional protein includes the enzyme activities of orotate phosphoribosyl trans-
ferase and orotidine-5′ phosphate decarboxylase which catalyze orotate to OMP and OMP 
to UMP respectively (Fig. 3.9). With the deficiency, orotic acid accumulates in tissue and is 
excreted in urine. Abnormal accumulation of orotic acid leading to significant clinical health 
problems [39].

Clinical symptoms

 Megaloblastic anemia, oroticcrystalluria, nephropathy and cardiac malformations are 
common clinical features of this disease.

Diagnosis

 Gas chromatography-mass spectrometry is used to analyze the level of urinaryorotic 
acid for detection of this disease.

Treatment

 Replacement therapy with uridine usually leads to a clinical and hematologic remission 
and reduction in the urinary excretion of orotic acid. Allopurinol is useful to reduce orotate 
level and uric acid excretion in affected people with this disease. 

8. Summary

• The inborn errors of Metabolism (IEM) are significantly interrelated with genetic abnor-
malities. The inheritance pattern of genes may be either dominant or recessive which inherit 
from carrier parents to their children. In other words, defective genes lead to synthesis of de-
fective enzymes. The basis of EMI is the gene mutation in single genes that code for an en-
zyme resulting in synthesis of deficiency of a specific enzyme involved in metabolic pathway 
of amino acids, carbohydrates, lipids, urines, and pyrimidines.

• Absence or deficiency of enzymes in metabolism lead to blockage in individual steps 

Figure 3.9
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of normal metabolic pathway resulting in biochemical abnormalities. As a result, intermediate 
metabolites accumulate in tissues and bold system which consequently affecting the biochemi-
cal and physiological functions of the cells and vital organs of the body and its consequences 
progressive Health problems arise. Clinical symptoms of IEM may appear with few days in 
affected people or newborns resulting in physical and mental abnormalities in human beings. 

• Early diagnosis, genetic analysis of newborns, screening of future parents and nutrition-
al treatment may help in reducing the chance to develop clinical symptoms and to management 
of the inherited metabolic disorders
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Chapter 4

Abstract
 Cellulose and xylan, the two major constituent of lignocellulose are the 
most abundant and renewable resource available on earth. Cellulose and xylan 
are complex substrates and their complete hydrolysis requires a variety of en-
zymes. Cellulases and xylanases are produced by microorganisms, algae, proto-
zoans, crustaceans and insects however, fungal and bacterial bioconversions are 
economically viable. In the present chapter, remarkable collections of fungi and 
bacteria have been brought to the limelight that can degrade cellulose and xylan. 
Mode of action and brief classification of various cellulases and xylanases have 
been mentioned. Further, insight knowledge on use of cellulases and xylanases 
for bioremediation and industrial applications were also provided. 

Keywords: Lignocellulose; cellulose; xylan; cellulase; xylanase; bacteria; fungi

1. Introduction

 The limitation in the availability of fossil fuels and their negative impact on environ-
ment made researchers to develop new eco-friendly processes based on renewable feedstock. 
Lignocellulose is one among such renewable feedstock [1]. Lignocellulose is the major com-
ponent of plants and referred as in exhaustible natural renewable sources on earth [2]. Ligno-
cellulose mainly consists of cellulose, hemicellulose, and lignin; along with small amounts of 
pectin, protein, extractives, and ash. However, these compositions vary depending on the plant 
source, but typically the major part consists of cellulose, followed by hemicellulose, and lignin 
[3].            
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 Cellulose is an unbranched homopolysaccharide consist of D-glucopyranosyl units [4] 
Hemicelluloses are branched heteropolysaccharides consist of pentoses (β-D-xylose, α-L-
arabinose), hexoses (β-D-mannose, β-D-glucose, α-D-galactose) and/or uronic acids (α-D-
glucuronic, α-D-4-O-methylgalacturonic, and α-D-galacturonic acids). Other sugars such as 
α-L-rhamnose, and α-L-fucose may also be present in small amounts and the hydroxyl groups 
of sugars can be partially substituted with acetyl groups [5].

 Lignin is a highly irregular and insoluble polymer consisting of phenylpropanoid sub-
units. Unlike cellulose or hemicellulose, no chains containing repeating subunits are present 
in lignin, thereby making the enzymatic hydrolysis of this polymer extremely difficult [2,4,6]. 
In order to utilize lignocelluloses chemical or biological hydrolysis are required. Chemical 
hydrolysis mainly includes acid, alkali and steam explosion. Recent development in biological 
hydrolysis, it is now known to be more effective, economical, eco-friendly as compared to the 
chemical-based approaches and hence biological hydrolysis are now replacing the chemical-
based treatments [7].

 Biological hydrolysis of lignocelluloses is complex and requires multi-enzyme system 
[8]. Different components of lignocellulose require different enzymes. For the efficient hydro-
lysis of cellulose, the action of at least three enzymes namely, endoglucanases, exoglucanases 
and β-glucosidase are required [9]. Xylan hydrolysis (the major part of hemicellulose) needs 
multi-enzyme systems, such as endoxylanases, β-xylosidases, α-L-arabinofuranosidases, and 
acetyl esterases [8]. Lignin degradation requires two major groups of enzymes mainly heme-
peroxidases and laccases [10]. Since, various enzymes are involved in lignocellulose hydroly-
sis and it is difficult to include all in a single chapter hence, the present book chapter focus on 
enzymes involved in the hydrolysis of two major parts of lignocellulose, cellulose and xylan. It 
lists some fungal and bacterial derived cellulase and xylanase and their possible applications.

2. Cellulases

 Cellulases (EC 3.2.1.4) are the enzymes that break the cellulose molecule into monosac-
charide or shorter polysaccharides [11]. The degradation of cellulose involved two steps. In 
the first step, anhydroglucose chains are swollen or hydrated and in the second step, hydrolytic 
cleavage of susceptible polymers either randomly or endwise occurs [12].

 Cellulases have been produced by microorganisms including bacteria, archaea and fun-
gi. Cellulases were also produced by some animals, but their function in animal system are still 
unclear [13,14].
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2.1 Enzymatic hydrolysis of cellulose

 The enzymes required for the hydrolysis of cellulose are exoglucanases, endoglucanas-
es, β–glucosidases and cellobiose phosphorylase. Exoglucanases are the type of cellulase that 
acts on the terminal end of cellulose chain, releasing glucose or cellobiose as the end product 
(Figure 1). Exoglucanase are of two types; 1,4-β-D-glucan cellobiohydrolase (EC 3.2.1.91) 
removes cellobiose units while 1,4-β-D-glucan glucohydrolase (EC 3.2.1.74) removes glucose 
units [15].

 In contrast to exoglucanases, endoglucanases (EC 3.2.1.4) are responsible to initiate 
cleavage and hydrolyze cellulose randomly at the internal regions, releasing oligosaccharides 
(Figure 1) [16]. β-Glucosidases (EC 3.2.1.21) catalyze the hydrolysis of β-1-4 bonds linking 
two glucose or substituted-glucose molecules [16,17]. Cellobiose phosphorylase catalyzes the 
reversible phosphorolytic cleavage of cellobiose [18]. A list of fungi and bacteria producing 
different type of cellulase represented in Table 1.

2.2. Microbial source for cellulase

 Utilization of cellulose in sufficient amount to provide usable energy to an organism 
was thought to be carried out by microorganisms [9]. A wide range of microorganisms are 
capable of producing cellulase. Cellulase production has been reported by both aerobic and an-
aerobic microorganisms. However, there is a distinct difference in cellulose degradation strat-
egy. Usually, anaerobes degrade cellulose via complex cellulase systems exemplified by the 
well-characterized polycellulosome organelles. Several anaerobic species that utilize cellulose 
do not release measurable amounts of extracellular cellulase, and instead have localized their 
complex cellulases directly on the surface of the cell or the cell-glycocalyx matrix. Aerobic 
cellulose degraders utilize cellulose through the production of extracellular cellulase enzymes 
that are freely recoverable from culture supernatants [9].

Figure 1: Enzymatic hydrolysis of cellulose.
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2.2.1. Bacterial cellulase

 Bacteria producing cellulase have been reported from various ecological niches, such as 
soil sample [31], dairy farm soil [32], mangrove soil [33], deep-sea sediment [34], hot springs 
[35], rhinoceros dung [36], pig intestine [37], gut of fish [38], etc. Cellulases have been re-
ported by aerobic, anaerobic and facultative bacteria, Table 2 highlight some of them.

 In the past few years, many cellulase producing novel strains (Table 3) including aero-
bic, anaerobic and facultative were added to the prokaryotes list such as gram negative, aero-
bic novel genus (of the family Phyllobacteriaceae) isolated from surface seashore water (Ori-
colacellulosilytica) was reported for cellulose degradation [39]. Clostridium phytofermentans, 
an obligate anaerobic novel species, isolated from forest soil was reported for cellulase activity 
[40]. Novel genus Cellulosibacter (type species as Cellulosibacter alkalithermophilus) iso-
lated from coconut garden was reported for cellulase activity [41].

 Cellulase for industrial applications needs to withstand various extreme conditions such 
as temperature and pH. Bacterial cellulases have been considered as an important industrial 
source as they can withstand extreme temperature and pH [42, 43]. For food industry, environ-
mental bioremediation, and molecular biology study psychrophiles cellulase are needed [44]. 
Psychrophilic cellulase from Pseudoalteromonas haloplanktis can be used for such applica-
tions [45]. In some steps of textile industry, acidic and psychrophilic cellulases are required. 
Bacteria are also reported for such cellulase. Bacteria such as Klebsiella sp. produce cellu

Fungi/bacteria  Type of cellulase References

Aspergillus niger Exoglucanase [15]

Cellulomonas flavigena Exoglucanase [19]

Bacillus subtilis Exoglucanase [11]

Clostridium stercorarium Exoglucanase [20]

Irpexlacteus Exoglucanase [21]

Gloeophyllum trabeum Endoglucanase [22]

Thermoascus aurantiacus Endoglucanase [23]

Cellulomonas,  Bacillus and 
Micrococcus spp.

Endoglucanase [24]

Streptomyces misionensis PESB-25 Endoglucanase [25]

Trichoderma β – Glucosidases [26]

Aureobasidium pullulans                                   β – Glucosidases [27]

Penicillium decumbens β – Glucosidases [28]

Neocallimastix patriciarum β – Glucosidases [29]

Ceriporiopsis subvermispora β – Glucosidases [30]

Table 1: List of fungi and bacteria producing different class of cellulase
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lase active at 10 °C and pH 4.5, this type of cellulase can be used in textile industries [46]. 
Apart from psychrophilic cellulase, bacteria also produce alkali and thermo tolerant cellulase. 
Marinobacter sp. (MSI032) isolated from the marine sponge has been reported for cellulase 
production. The enzyme produced by Marinobacter sp. (MSI032) was alkalotolerant, active 
at pH 9.0 [43]. Similarly, alkalotolerant cellulase from Nocardiopsis sp. SES28, isolated from 
Argentina was active at pH 8.0 and 40 °C [47]. Bacillus mycoides S122C show cellulase ac-
tivity at 50 °C and pH 7.0 [48]. Geobacillus pallidus show cellulase production at 60°C [49]. 
Thermophilic bacterium Caldibacillus cellulovorans show cellulase activity at 80 °C [42].

Table 2: List of aerobic, anaerobic and facultative anaerobic bacteria producing cellulase 

Table 3: List of novel bacterial strains producing cellulase.

Bacteria Growth condition References

Balneomonas flocculans Aerobic [50] 

 Paenibacillus terrae ME27-1 Aerobic [51] 

Pseudomonas fluorescens Aerobic [52] 

Paenibacillus cellulositrophicus Facultative anaerobe [53] 

Cellulomonas uda Facultative anaerobe [54] 

Halocella cellulolytica Facultative anaerobe [55] 

Bacteroides cellulosilyticus Anaerobe [56] 

Ruminococcus champanellensis Anaerobe [57] 

Herbivorax saccincola Anaerobic [58] 

Herbinix hemicellulosilytica Anaerobic [59] 

Streptomyces reticuli Aerobic [60] 

Streptomyces drozdowiczii Aerobic [61] 

Bacteria Isolated from References

Herbinix hemicellulosilytica Biogas reactor [59] 

Herbivorax saccincola Biogas reactor [58] 

Cohnella cellulosilytica Buffalo faeces [62] 

Cellulomonas terrae Soil [63] 

Cellulomonas composti Cattle farm [64] 

Vibrio xiamenensis Mangrove soil [33] 

Pseudomonas coleopterorum Bark beetle [65] 

Bacteroides cellulosilyticus Human gut [56] 

Ruminococcus champanellensis Human gut [57] 

Paenibacillus cellulositrophicus Soil [53] 
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2.2.2. Fungal cellulase 

 Fungal cellulase have advantages over bacterial cellulase in having high yield and able 
to produce a complete cellulase system [66]. Cellulase producing fungi are ubiquitous and 
found in a wide variety of environments such as soil, decaying logs of wood, sawdust [67], for-
est soil [68], litter soil [69], mushroom compost [70], marine sample [71], bovine rumen [72], 
and even as endophytes [73]. Unlike bacterial cellulase, fungal cellulases were active over a 
wide range of temperatures. Psychrotolerant fungus, Aspergillus terreus AKM-F3 produce 
optimum cellulase at 15 °C [74], Aspergillus niger produce optimum cellulase at 30 °C [75]. 
Nectria catalinensis cellulase activity ranged from 50 to 55 °C [76]. Aspergillus fumigatus 
M.7.1 and Myceliophthora thermophila M.7.7 produce cellulase at 70 °C [77].

 Fungal cellulases are also active over a wide range of pH. Penicillium citrinum was 
reported for alkali stable cellulase [78]. Acid tolerant cellulase was reported by Trichoderma 
reesei [79]. Fungus with dual tolerance such as acido-thermo-tolerant cellulase by Chaeto-
mium thermophile (pH 4.0-4.5 and 60°C) [80] and Penicillium sp. CR-316 and Penicillium sp. 
CR-313 (65 °C and pH 4.5) [68] was also reported.

3. Xylanase

 Xylanases (EC 3.2.1.x) are glycosidases which catalyze the endohydrolysis of 1,4- β-D-
xylosidic linkages in xylan. They are produced by a plethora of organisms including bacteria, 
algae, fungi, protozoa, gastropods, and anthropods [81]. 

 There is a phenomenal increase in the use of microbial xylanase as they offer advan-
tages over conventional chemical catalysts, including high catalytic activity, high degree of 
substrate specificity, high productivity, easily biodegradable, pose no threat to the environ-
ment, and are economically viable [82].

3.1. Enzymatic hydrolysis of xylan

 Due to the complex structure of xylan, its hydrolysis includes different types of en-
zymes. Endo-xylanases are the enzymes that cleave the glycosidic bonds in the xylan backbone, 
bringing about reduction in the degree of polymerization of the substrate [83]. β-xylosidase 
(E.C.3.2.1.37) hydrolyze short xylooligomers into single xylose units. There is a significant 
variation in their mode of action of β-xylosidases when compared to exo-xylanases. Exo-
xylanases act on the xylan backbone from the reducing end (exo-fashion) producing short-
chain oligomers whereas β-xylosidases hydrolyze short xylooligomers into single xylose units 
[84,85,86]. α-D-Glucuronidases (E.C.3.2.1.139) cleaves the α-1,2-glycosidic bond of the 4-O-
methyl-D-glucuronic acid side chain of xylan [87,86]. α-Arabinofuranosidases (EC 3.2.1.55) 
are enzymes known to release terminal α -1,2-, α-1,3- and α-1,5 α-L-arabinofuranosyl residues 
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from hemicellulose such as arabinoxylan and other L-arabinose containing polysaccharide 
[83]. Acetylxylan esterase (EC 3.1.1.72) acts on carboxylic ester bonds. Ferulic acid esterase 
and p-coumaric acid esterase cleave ester bonds on xylan [88]. Ferulic acid esterase cleaves 
the linkage between arabinose and ferulic acid side groups, while p-coumaric acid esterase 
cleaves between arabinose and p-coumaric acid [89].

3.2. Microbial source for xylanase 

 Horikoshi and Atsukawa in 1973 [90] reported the commercial application of xylanase 
obtained from alkaliphilic bacteria. However, studies on microbial xylanase started during the 
1960s, but the main focus of the study was plant pathogen relation. The study suggests that, 
xylanase along with other enzyme degrade the plant cell wall which cause the infection [91]. 
Due to the wide application of xylanase, several fungi and bacteria were explored for the abil-
ity to produce xylanase.

3.2.1. Bacterial xylanase

 Bacteria producing xylanase have been isolated from various environments such as soil 
sample [90], marine sample [92], hot-spring water [93], mushroom compost [94], poultry 
compost [95], human gut [96], and sheep dung [97]. Prevalence of the xylanolytic bacteria 
have been reported from most of the bacterial groups (Table 4). 

 Bacterial xylanases has been reported to be active at wide temperature range. Pseudo-
alteromonas haloplanktis TAH3A (XPH) and Flavobacterium sp. MSY-2 (rXFH) have been 
reported for producing psychrophilic xylanases [98]. Kluyvera sp. strain OM3 can produce 
high level of cellulase free xylanase at 70 °C [99]. Bacteria like Thermonosporafusca, Bacil-
lus stearothermophilus, and Dictyoglomus thermophilum show an optimum xylanase activity 
at temperature ranging from 65 to 85 ºC [100,101,102]. The first report on xylanase from al-
kaliphilic bacteria, Bacillus sp. TAR-1 was reported by Horikoshi and Atsukawa (1973) [90]. 
Apart from psychrophilic thermophilic and alkalophilic, haloalkaline xylanase [92)] and acidic 
xylanase [103] were also reported.
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3.2.2. Fungal xylanase 

 Fungi are often selected for the production of xylanase, as their yield are much higher 
than bacteria and in addition they also produce several auxiliary enzymes required for the 
degradation of substituted xylan [83]. Unlike bacterial xylanase, fungal xylanases are active at 
high temperature, low temperature, acidic pH, alkaline pH and even salt tolerant [119,120,121]. 
Trichoderma reesei produces xylanase in the mesophilic range [121] while Cladosporium sp. 
produces cold-active xylanase [122]. The most thermostable xylanases that have been de-
scribed so far are those derived from Thermotoga sp. FjSS3-B.1, Thermotoga maritima, Ther-
motoga neapolitana, and Thermotoga thermarum which are active at temperatures ranging 
from 80 °C to 105 °C [123]. Neocallimastix frontalis produces xylanase active at acidic pH 
[124]. Gloeophyllum trabeum produces xylanase at high temperature (70 °C) under broad pH 
range (4-7) [125].

4. Application of Cellulase and Xylanase

4.1. Cellulase and xylanase in the textile industry

 A lot of limitations have been imposed on the textile industry due to rising environmen-
tal pollutions caused due to chemicals used during the process. In order to combat this situa-
tion, enzymatic treatment has emerged as an eco-friendly solution [14]. Cellulase and xylanase 
are one among the enzymes which are extensively used in the textile industries [126,83]. In 
textile industry, cellulase and xylanase have been used in various steps such as, during fabric 

Bacteria References

Caldicoprobacter algeriensis [104]

Pseudoalteromonas haloplanktis [105]

Staphylococcus sp. SG-13 [106] 

Bacillus circulans [107]

Streptomyces actuosus A-151 [108] 

Streptomyces matensis [109] 

Streptomyces sp. 7b [110] 

Bacillus licheniformis SVD1 [111] 

Geobacillus thermodenitrificans [112] 

Pseudomonas sp.WLUN024 [113] 

Nonomuraea flexuosa [114] 

Thermoanaerobacterium saccharolyticum NTOU1   [115] 

Gracilibacillus sp. TSCPVG [116] 

Acinetobacter junii F6-02 [117] 

Jonesia denitrificans [118] 

Dictyoglomus thermophilum [102] 

Table 4: List of xylanase producing bacteria
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softening [83], bio-stoning of denim garments [14,126], bioscouring [14], releasing the extra 
dye [126], improving textile brightness [127], and bio-bleaching [128]. The use of microbial 
cellulase has several advantages over traditional stone washing (which mainly include pumice 
stones) including high productivity, less work-intensive, safer environment, short treatment 
times and less wear and tear of machines [129]. Cellulase from Penicillium occitanis [130] 
and Trichoderma reesei found to be very efficient candidates for biostoning application [131]. 
Xylanase from Bacillus pumilus, Bacillus stearothermophilus SDX, and Penicillium janthinel-
lum have been used in textile industries for de-sizing of cotton and micropoly fabrics. It also 
helps in lowering the wetting time of fabrics, bioscouring efficiency and reducing the weight 
loss of the fabrics [132, 133, 134]. Cellulase from Trichoderma reesei [135] and Aspergillus 
niger have been used for biopolishing of the fabric [136].

4.2. Cellulase and xylanase in paper industry

 Cellulase and xylanase have been used in the paper industry to overcome the limitations 
of mechanical pulping processes such as refining and grinding [14,137]. Xylanase from Strep-
tomyces thermoviolaceus [138], Aspergillus sydowii [139], Trichoderma reesei [121], Bacillus 
pumilus, Aspergillus fumigates, Chaetomiumcellulolyticum, Thermomyceslanuginosus, and 
Aspergillus kawachii have been used for bleaching [140, 83, 138].

 Xylanase have been used to increase pulp brightness, removing metal cations, reduc-
ing the overall paper cost, reducing the beating time of pulp, and restoring of bonding [141]. 
Xylanase treatment can render the chlorine requirement [142]. Cellulase and xylanase were 
beneficial for deinking of different types of paper wastes. Xylanase from Aspergillus niger 
DX-23 [143] and cellulase from alkalotolerant Fusarium sp. [144] were suitable for deinking. 
Advantages of enzymatic deinking over chemical deinking includes, reduce alkali usage, im-
proved fiber brightness, enhanced strength, higher pulp freeness, and reduced fine particles in 
the pulp [137].

4.3. Cellulase and xylanase in food industries

 Cellulase and xylanase found applicable in many food industries. They have been used 
for juice clarification, improving the quality of bakery products, reducing the viscosity of nec-
tars, alteration of fruits sensory properties, used for olive oil extraction, and during beer and 
wine production [137].

 During the early 1930s, when fruit industries began to produce juice, macerating enzymes 
complex (cellulases, xylanases and pectinases) from food-grade microorganisms (Aspergillus 
niger and Trichoderma sp.) have been extensively used to increase the juice yield and to over-
come the difficulties encountered during filtration [145]. 
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 In the baking industries, wheat (which consist hemicellulose) is the key material. The 
hemicellulose present in the wheat is water-insoluble and cause many problems [146]. Xy-
lanase during baking helps to transforms water-insoluble hemicellulose into a soluble form, 
which helps to increase the volume and creating finer and more uniform crumbs [147]. Xyla-
nase from Aspergillus foetidus showed a remarkable difference in water absorption [148]. Xy-
lanase also improves the quality of dough in such a way that it does not stick to the machinery 
parts, making it more machine-friendly [147]. Xylanase also enhances the bread quality and 
extend the shelf life by reducing the staling rate [149].

 Cellulase and xylanase plays an important role during beer and wine production [150, 
151]. The first microbial enzyme used in the wine industry was a commercial pectinase from 
Aspergillus. However, in the early 1980s, it was suggested that Trichoderma β-glucanase 
could be successfully used for wine making from grapes which were infected with Botrytis 
cinerea. Botrytis cinerea deteriorate ripe grapes and produces a high molecular mass soluble 
β-(1,3) glucan with short side chains linked through β-(1,6) glycosidic bonds, which cause 
severe problem during wine filtration. Trichoderma β-glucanase hydrolyzes glucans that cause 
adverse effects during filtration of wine [145]. Endoglucanase II and exoglucanase II from 
Trichoderma showed maximum reduction in the degree of polymerization and wort viscosity 
[152].

In past few years, β-glucosidase has attracted considerable attention in the wine industry be-
cause of its ability to improve the aroma of wines by modifying naturally present, glycosylated 
precursors [153]. Apart from glycosidase, α-L arabinofuranosidase and β-D-glucopyranosidase 
also help to increase the aroma of wine [151].

4.4. Cellulase and xylanase in animal feed Industries

 Cellulase and xylanase have been used in animal feed industries, which help to improve 
feed nutritional value, eliminate anti-nutritional factors present in the feed grains, degrade cer-
tain feed constituents to improve the nutritional value, and provide supplementary digestive 
enzymes [137]. Cellulase and xylanase as feed additive helps digestion in cows and increase 
milk production [154]. Xylanase from Aspergillus niger helps growth performance, nutrient 
digestibility, and non-starch polysaccharide degradation in broilers [155]. Wheat and barley 
based supplement with xylanase and β-glucanase showed significant increased body weight 
and feed efficiency of turkeys [156]. 

4.5. Cellulase and xylanase in treating agricultural and forest wastes

 Forest and agriculture, accounts for highest lignocellulosic waste production [157]. The 
major components of lignocellulosic are biodegradable; however, these are unlikely to result 
in hazardous conditions when there is inadequate oxygen to assimilate the wastes. When 
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this occurs, there is considerable damage to economic activities and the environment as well 
[158]. Enzymatic hydrolysis offer perspectives degradation of such waste, because it is a more 
specific process and the products obtained are without the presence of undesirable products 
[159,160]. Cellulase can remove the apple pomace waste [161] while cellulase and xylanase 
together can degrade lignocelluloses waste (beech tree leaves) [162]. Cellulase and xylanase 
from Aspergillus niger F7 were efficient in degrading forest wastes such as Toonaciliata, Cel-
trisaustralis, Cedrusdeodara and Pinusroxburghii [163]. Exo-1,4-β-glucanase from Tricho-
derma viride has been efficiently used to remove orange peel waste.

5. Conclusion

 Microbial cellulase and xylanase have shown their potential application in textile in-
dustries, paper industries, food industries, animal feed industries, juice industries, brewing 
industries, bioremediation and bio-refinery for forest and agriculture wastes. Due to immense 
industrial potential, microbial cellulases and xylanases represents potential candidates for re-
search by both the academic and industrial research groups. Despite an increased knowledge 
of fungal and bacterial cellulases and xylanases, further studies to isolate potential cellulases 
and xylanases producing strains and direction for improving the process economics should be 
carried. 
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1. Introduction

 Breast cancer is the second most prominent reason of cancer death in women after lung 
cancer, and it accounts for 25.2% of all cancer in women [1]. In the US, approximately about 
one in eight women (12%) develop invasive breast cancer [2]. In 2015, approximately 40,290 
US women were expected to die from breast cancer. There was an estimation of 231,840 new 
cases of invasive breast cancer among US women in 2015 [3]. The chance of breast cancer 
causes woman’s death is about 3%. Various kinds of therapies such as hormonal, immuno-
therapeutic agents, surgery and cytotoxic currently are being used to target the breast cancer. 
The response rate from these treatments comprises 60% to 80% for primary breast cancers and 
about 50% for metastases [4,5]. However, 20%-70% of patients showed reversion of cancer 
within five year of time [6]. Recurrence development allied with resistance to therapy and aug-
mented death risk. In patients with primary breast cancer, combining cytotoxic and radiation 
therapy with anastrozole attained four-year survival rate of 91.6 % [7]. Gene mutations and 
dysregulation has been identified in breast cancers like the enhanced expression of the heparan 
sulfate interacting protein, p53 mutations (connecting with high histological grade) and mito-
chondrial D-loop mutation (allied with lymph node-positive breast carcinoma) [7].

2. Botanicals for Breast Cancer Prevention

 In the 20th century, people throughout the world now are focusing on natural products 
to cure different diseases. Eventually it was recognized that some natural products could in 
some instances be made more effective through the use of chemistry to produce semi-synthetic 
compounds (i.e. aspirin and later the penicillins) [8,9]. Vernonia amygdalina is an eatable Af-
rican mountain plant from the Asteraceae family. A study reported that V. amygdalina extract 
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has efficacy to inhibit the proliferative properties of MCF-7 and MKL-F cells [10,11]. Higher 
concentration of V. amygdalina, extracted by chloroform, hexane, butanol and ethyl acetate 
repressed the DNA synthesis by 76-98%. Flavonoids are the large class of pigments from the 
plant having a structure based on or alike to that of flavone. Most widely examined flavonoids 
are the catechins, flavopiridol, genistein, and quercetin. These flavonoids are known to inhibit 
the cancer proliferation and holds anti-tumour activities. Flavopiridol is a semisynthetic fla-
vone derivative of the natural anti-inflammatory and immuno-modulatory alkaloid rohitukine 
[12]. For the first time, rohitukine was isolated from Amoora rohituka [13,14] and later from 
Schumanniophyton magnificum [15] and Dysoxylum binectariferum [16]. The study reported 
that rohitukine showed modest cytotoxicity against human HL-60 promyelocytic leukemia and 
HCT-116 colon cancer cells [17]. Green tea is a category of tea that is formed from Camellia 
sinensis leaves that have not undergone the same crushing and oxidation process used to make 
oolong and black tea. Green tea extracts exposed synergetic action with an anti-estrogens 
drug, tamoxifen. Tea extracts tested on estrogen receptor-positive MCF-7, ZR75, T47D human 
breast cancer cells in combination with tamoxifen were found that drug showed much more ef-
ficient by suppressing the cell proliferation than alone [18]. Another study reported that green 
tea inhibits angiogenesis. Crude green tea extracts and epigallocatechin gallate (main green tea 
polyphenol) reduced the transcription of vascular endothelial growth factor (VEGF) in a dose-
dependent manner. Withania somnifera is a widespread shrub used in Asian traditional medi-
cine. The organic extracts from W. somnifera were tested among two dozen selected plants 
[19,20]. Extract treated cell culture (murine fibrosarcoma cell line L929sA) shown sensitiv-
ity to TNF. The active ingredient in W. somnifera leaves and roots comprises C-28-steroidal 
lactone triterpenoids, with anolides were identified [21]. With aferin A inhibited the growth 
of breast cancer cell lines more efficiently than the standard. Resveratrol is a botanical poly-
phenol that provides numerous health benefits including cancer prevention. Different studies 
revealed the potential of resveratrol on cancer cell signaling pathways [22]. It has been estab-
lished that the outcome of resveratrol administration in in vitro and in vivo experimental mod-
els depends upon the route of administration and dosage given [22]. In scientific community 
curcumin is a well-known phytochemical known for its anticancer potential. It is a phenolic 
compound derived from Curcumin longa (commonly known as turmeric). This phytochemical 
have tremendous ability to inhibit cancer cell cycle, induce apoptosis in cancer cells and check 
the metastasis ability of the cancer cells of different tissue origin [23]. Curcumin is known 
to target growth factors, transcription factors, cytokines and protein kinases in cancer cells. 
Literature depicts the diverse molecular targets modulated by curcumin in cancer cells and 
thereby providing prevention against the devastating disease [23].
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3. Multi-targeted Chemotherapy in Breast Cancer

 Targeted therapy comprises the compounds which have potential to target the molecule 
responsible for cancer origin. However, conventional chemotherapy acts on the all dividing 
cells which have potential to generate toxic effect and normal tissues damage; targeted drugs 
allow hitting the target in a precise manner and cells subpopulations which have directly im-
plicated in tumor progression. For the first time, targeted therapy starts with the trastuzumab 
(monoclonal antibody), acts against HER2 for the treatment of metastatic breast cancer and 
Imatinib, a small tyrosine kinase inhibitor targeting BCR-Abl, in chronic myeloid leukemia 
[24]. Multi-targeted therapy accommodates development of a multi-target drug which is likely 
to harvest a drug that has efficacy to cooperate with lower affinity than a single-target drug 
because smaller drug-like molecule will bind to an assortment of different targets with corre-
spondingly high affinity.

 Human epidermal growth factor receptor 2 (HER2) is also known as receptor tyrosine-
protein kinase erbB-2, CD340 and neu. It comprises as a member of the human epidermal 
growth factor receptor family (EGFR/ERBB/HER). Over expression of the HER2 gene has 
been shown complicated in the development of the aggressive types of breast tumor. HER2 
has become as an important biomarker in recent years. It is the target of therapy for around 
thirty percent of the breast tumor patients. Recently it has been reported that two HER2 tar-
geted therapy showed more beneficial rather than one [25]. Comparable to women having the 
higher risk for recurrence, this therapy is not advantageous for women having the lower risk 
for recurrence. 

Figure 1: Structure of active natural phytochemicals
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 Recently a study reported that benefit was modest in addition to second HER2 targeted 
medicine, pertuzumab (Perjeta) compared to standard of care trastuzumab (Herceptin) [25]. 
Women patient getting trastuzumab alone shown 93.2% of women were not able to develop 
invasive breast cancer while receiving trastuzumab and pertuzumab, 94.1% of women had 
not developed invasive breast cancer. Mechanism of action of trastuzumab targets only HER2 
while pertuzumab targets both HER2 and HER3. Obstruction of cancer cell growth signals by 
antibodies against HER2 and HER3 enhances the lower chance of treatment resistance. Ap-
proximately 8% of all type of breast cancer patients have early HER2 positive breast cancer 
and may take advantage of these kinds of adjuvant therapy [25]. The study strengthens the 
concept of multi targeted drug therapy.

4. Identification of Novel miRNAs: New Paradigm in Breast Cancer Chemotherapy

 In the multicellular organism, stem cells are the undifferentiated cell able to develop 
the same type of more cells and from several other kinds of cell arise by differentiation. From 
several decades, stem cells are using immuno-modulation or reconstitution, one of the meth-
ods employed for cancer treatment. Stem cells have self-renewal capability with extremely 
replicative potential in multi-lineage differentiation capacity [27]. Cancer stem cells are the 
cells present in the tumor having potential to initiate the tumor [28]. Healthy cells pertains the 
three principal characters:

1. Self-renewal potential

2. Strict controls on stem cell numbers

3. Capability of differentiation, divide and to produce all functional element of the particular 

Figure 2: Current therapies for HER2-expressing breast cells. Constitutively active HER2 receptors dimerise with 
other HER receptors on the surface of HER2-expressing breast cancer cells, activating downstream signaling pathways 
that mediate tumorigenic cell proliferation, survival and invasion. Lapatinib binds to HER2 and HER1 and inhibits 
tumorigenic receptor signaling, promotes apoptosis and cell cycle arrest. Trastuzumab prevents constitutive activation 
of HER2, induces internalisation and degradation of the protein and stimulates the immune system to recognise HER2-
overexpressing cells. Adopted and modified from [26].
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tissue. In comparison to healthy cells, cancer stem cells lost their control toward division and 
cell number. The cancer stem cells present in very minute amount in solid tumor growth. They 
are responsible for the development of tumor cells. Different markers have been identified and 
validated to isolate the breast cancer stem cells (Table 1).

 

 MicroRNAs are the small non-coding RNAs which have potential to control an exten-
sive range of biological progressions comprising carcinogenesis. Various studies have been 
found that miRNAs are profoundly dysregulated in cancer cells. Under certain circumstances, 
miRNA may act as either tumor suppressor or oncogenic. miRNAs comprises 20 to 25 nucle-
otides in length binds to the 3’ untranslated regions (UTR) of mRNAs leads to the repression 
of target proteins via mRNA degradation or translational inhibition.

 Transcription of the miRNA gene results in pri-miRNA formation in the nucleus which 
is cleaved by Drosha and DiGeorge Syndrome Critical Region Gene (DGCR8) proteins result-
ing in the generation of pre-miRNA transcript. The exportin-5 then exports the pre-miRNA 
from the nucleus to the cytoplasm where it gets processed by Dicer, and other enzymes such as 
trans-activator RNA (tar) - binding protein (TRBP) leading to the formation of short RNA du-
plexes. It then forms a miRISC/Ago complex with the help of some other proteins and factors. 
This complex then guides and performs some crucial functions in the cellular systems [35].

Table 1: Surface markers used to isolate the breast cancer stem cells

Figure 3: Classes of miRNAs in breast cancer. Adopted and modified from [34]

Marker Reference

CD44+CD49fhi CD133/2hi

ALDH1

CD44+/CD24- CD133

             CD49f 

[29]

[30]

[31]

[32]

CD61 [33]
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 Recently a study reported that a small RNA molecule, miR199a, supports to sustain the 
activity of stem cells in both cancerous and healthy breast cells [36]. miR199a regulates vari-
ous factors that assist noncancerous mammary gland stem cells (MaSCs) resist differentiation 
and retain their capacity to self-renew in human as well as mouse breast cancer stem cells. It 
supports MaSCs to hold their stem cell activity by repressing the production of a protein called 
ligand-dependent corepressor (LCOR), which binds DNA to control the gene expression. Up-
regulated miR199a expression in mouse MaSCs reduced the LCOR proteins and improved 
healthy stem cell function. Conversely, increased LCOR expression diminishes mammary 
gland stem cell activity. Tumor-expressed higher expression of miR199a correlates with poor 
survival rates, while the tumor with enhanced levels of LCOR shown better prognosis [36]. 

 LCOR sensitizes the cells against the effects of signaling molecules such as interferon 
released from immune (macrophages) and epithelial cells in the mammary gland. These cells 
secrete interferon alpha (IFN-α) to encourage the cell differentiation and cell division inhibi-
tion in the normal mammary gland development. The microRNA plays a crucial role during 

Figure 4: Biogenesis of miRNA and mRNA degradation. Adopted and modified from [35]

108



Advances in Biochemistry & Applications in Medicine

tumorigenesis [37]. miR199a also protects MaSCs from IFN signaling and allowing them to 
remain undifferentiated and accomplished of self-renewal. Interferons have been extensively 
worked for the tumor treatment. These kinds of treatments become much more efficient if the 
cancer stem cells (interferon resistant) can be rendered sensitive by targeting the LCOR-mi-
R199a pathway. These sorts of examinations expose a new property of breast cancer stem cells 
that give them compensations in their communications with the immune system. Therefore 
it characterizes an outstanding opportunity to adventure for refining cancer immunotherapy 
[36].

4. Combinatorial Immunotherapy: A New Hope in Early Stage Triple Negative Breast 
Cancer

 Immunotherapy or biologic therapy is a technique for the treatment of cancer that boosts 
the body’s natural defences to fight against cancer. This kind of therapy uses substances which 
are made by the body or in the laboratory to improve or to restore the immune system function. 
In the phase I trial, combining the immune checkpoint inhibitor (durvalumab/MEDI4736) 
with chemotherapy as a pre-operative treatment for early stage triple negative breast cancer 
(TNBC) revealed a 71% pathologic complete response to the combination treatment [38]. 
Chemotherapies solely generate a complete pathologic response at the rate of around 35-40% 
for women with TNBC. Combinational therapy is important because women with breast can-
cer who achieve complete response have excellent long-term survival. There is an essential 
requirement for new employment options to increase cure rates for women with TNBC. Phase 
I clinical trial sought to restrict the safety and tolerability of durvalumab in combination with 
weekly nabpaclitaxel and dose dense doxorubicin/cyclophosphamide (ddAC) [38]. There 
were no dose-limiting toxicities with the combination; Therefore the full dose of neo-adjuvant 
chemotherapy can be administered concurrently with the full dose of durvalumab. Among the 
seven patients in phase I clinical trial, five achieved the complete pathologic response, one had 
partial response with residual disease, and one had widespread residual cancer [38].
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5. Novel PARP Inhibitor Against Advanced Breast Cancer

 Enzyme Poly (ADP-ribose) polymerases (PARPs) have the capability to handover the 
ADP-ribose to the target proteins (poly ADPribosylation) [40,41]. Approximately 18 members 
of the PARP family have been reported yet, and several different genes encode these fam-
ily proteins. PARP family shares homology in their conserved catalytic domain [40]. Several 
isoforms such as PARP1 and PARP2 are best known for their contribution to the DNA repair 
processes. Through the various studies, it is now clear that PARPs family have a necessary role 
in numerous cellular processes like proliferation and cell death [40]. 

 In the majority, PARP substrates include nuclear proteins involved in nucleic acid me-
tabolism, chromatin structure modulation, DNA synthesis and repair [41]. In the presence of 
DNA strand breaks, PARP also has potential to regulate and modify itself. It is the main ac-
ceptors of poly ADP-ribose in vivo. Best characterized PARP family member is the PARP1. 
PARP2 is narrowly associated to PARP1 with 69% resemblance in their catalytic domain and 
recognized by the perseverance of PARP activity in PARP1-deficient cells [40,42].

 

Figure 5: Targeting immune targets 1 and 2 by different inhibitor molecules, alone or in combination. Inhibition might 
results in differential levels of responses in terms of antitumor activity and toxicity. Blockage of target 1 by lipillimumab 
might results into anti-tumor activity and toxicity both in tumor cells. Blockage of target 2 by lambrolizumab might 
results into more anti-tumor activity and comparatively less toxicity in tumor cells. By using the concept of combinato-
rial therapy, blockage of target 1 and 2 by respective inhibitors might results into comparatively enhanced anti-tumor 
activity and toxicity in tumor cells. Adopted and modified from [39]

Figure 6 : (A) Structure of olaparib (PubChem CID: 23725625) (B) Cartoon structure of poly (ADP-ribose) polymerase 
(Cyan colour) (PDB ID: 3L3M) complexed with olaparib (Red colour). The 3D structure of the target receptor (PARP) 
was downloaded from RCSB-protein data bank in .pdb format. The olaparib structure was retrieved from NCBI Pub-
Chem compounds database in .sdf format. Offline docking tool such as Auto Dock Tools 1.5.6 (ADT) was used for to 
study the drug-protein interaction. PyMOL molecular visualization tool was used for visualization of the interaction 
pattern in the drug-protein complex.(C) Schematic representation of hydrogen bonds and hydrophobic interactions be-
tween olaparib and Poly (ADP-ribose) polymerase. Green colour represents hydrogen bonding (developed using Ligplot 
+v.1.4.5)  ( Ligand bond,  Non-ligand residues involved in hydrophobic contact,  Non-ligand 
bond,   Corresponding atoms involved in hydrophobic contact,   Hydrogen bond and its length)
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 Lynparza (olaparib) significantly reduce the progression of breast cancer that is induced 
partially due to mutations in a gene called breast cancer (BRCA). BRCA gene mutations are 
responsible for around 3% of all breast cancers. A new study (phase III clinical trial) included 
302 women with breast cancer that has spread to other organs. They were positive for BRCA 
gene mutation. Investigation of their breast cancer cells shown that cells have one of the hor-
mone-sensing molecules either estrogen or progesterone or have none of these two hormone 
receptors along with HER2. These type of cancers termed as “triple negative breast cancers” 
[43].

 Lynparza diminished the risk of cancer development by as much as 42% compared to 
additional conventional chemotherapy. Lynparza also showed much fewer side effects that 
conventional chemotherapy. In 60% patients receiving Lynparza, the tumor showed evident 
shrinkage. A similar reduction was noted in 29% women on standard chemotherapy. Serious 
side effects were seen in 37% women on Lynparza compared to 50% in women with conven-
tional chemotherapy [43]. Lynparza (olaparib) inhibits the enzyme called poly ADP-ribose 
polymerase (PARP). Poly (ADP-ribose) polymerase (PARP) family proteins included some 
cellular processes such as DNA repair, genomic stability, and programmed cell death. BRCA 
gene works by stopping the repair of the damage caused by cancer to the DNA. PARP further 
prevents the damage repair by the cells. Lynparza can work only on cancers where the BRCA 
gene mutation is responsible for those diseases. Lynparza is already in the market for ovarian 
cancer that is caused by BRCA. Two other similar drugs for BRCA mutation induced ovarian 
cancer, include Zejula and Rubraca manufactured and made by Tesaro and Clovis Oncology 
respectively [43].

6. Targeting MUC1 Protein: A New Step Towards Targeted Drug Therapy in Breast Cancer

 One of the O-linked glycosylated proteins called mucins plays an important defence 
function by forming a protective mucous barrier onto the epithelial cell surface. Mucins also 
take part and perform the crucial function in intracellular signaling [44]. It exhibited onto the 
apical surface of epithelial cells that line the mucosal cell surfaces of multiple tissues such as 
pancreas, stomach, lung, and breast providing lubrication and protection. When cells become 
malignant, the MUC1 protein changes and signals tumor cells to multiply. In a study, as cancer 
attacked formerly healthy mice, their immune systems provide antibodies to fight against the 
cancer cells [45]. Cancer cells illuminated green fluorescence, purporting the binding of the 
antibody to the abnormal MUC1 proteins and neglecting the healthy cells. Scientist signifies 
these kinds of new therapies as a “smart bombs” that can combat cancer cells by killing them 
without hitting any of the neighbouring healthy cells. That compares with traditional chemo-
therapy that kills whatever it touches, including healthy tissue [45].
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7. Sleeper Cells as Target for Breast Cancer Recurrence

 Researchers have made tremendous advancement in saving the lives of patients diag-
nosed with breast cancer; the disease still comes reverse back after treatment in thirty percent 
of women. Treatments target the primary breast cancer, the seed cells called disseminated 
tumor cells (DTCs) have the potency to jump from the breast and resides in different parts of 
the body. Its restoration after a long time (some years) following as unusually aggressive type 
of cancers that are remarkably resistant to the therapy. It does not know that which patients are 
at risk of recurrence and the caretaker with no choice to take action against them but to watch 
and wait, often causing tremendous distress for patients. New research is providing clues that 
how these sleeper cells influence and new trials are giving hope to at-risk patients. Two clinical 
trials namely CLEVER and SURMOUNT are executing this important message to target the 
mechanisms that enable the cells to stay alive, as well as those that permit them to reactivate. 
Co-operators (women) in SURMOUNT trial who have taken breast cancer treatment are now 
in the watchful and waiting phase. Researchers are now capable of recognizing the patients 
with sleeper cells via a bone marrow test. Patients having positive outcomes, i.e., the appear-
ance of DTCs can then registered in the CLEVER trial and assigned participants for the medi-
cations that will actively examine and kill the dormant cells before they can move towards the 
distinct parts of the body. These kinds of way can reconstruct the approach to care for patients 
having breast cancer and possibilities.

Figure 7: Aberrant localization and overexpression of MUC1-C in breast cancer cells. (A) The MUC1-N/MUC1-C het-
erodimer is expressed at the apical border of normal mammary epithelial cells. MUC1-N extends beyond the glycocalyx 
of the epithelial cells and contributes to the protective mucous barrier. With activation of the epithelial stress response 
and release of MUC1-N from the cell surface into the mucous gel, MUC1-C functions as a second line of defense to 
signal stress to the interior of the cell and thereby protects against loss of integrity of the epithelial layer. Figure modi-
fied from [46].(B) In normal epithelial cells, apical MUC1-C is sequestered from RTKs that localize to the basal–lateral 
borders. However, with transformation and loss of polarity, MUC1-C is repositioned over the entire cell membrane and 
forms complexes with RTKs that promote RTK signaling and up-regulation of MUC1-C expression. Figure modified 
from [46].
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8. Biological Production of Anticancer Secondary Metabolites

 Ontario grown onions (Ruby Ring onion variety) contain one of the highest concen-
trations of quercetin, a type of flavonoid. The study revealed that the red onion has not only 
high levels of quercetin but also large amounts of anthocyanin which enriches the scavenging 
properties of quercetin molecules [47]. Anthocyanins are the water-soluble vacuolar pigments, 
provides colours to several vegetables and fruits. Depending on their pH, it produces different 
colours such as red, purple or blue. Anthocyanins pass sense that the red onions (darkest in 
colour) would have the most cancer-fighting power. Onions activate pathways that encourage 
cancer cells to undergo cell death. They develop an abnormal environmental condition for 
cancer cells, and they obstruct interaction between cancer cells which hinders growth. A new 
extraction procedure needs to be explored which will reduce the use of chemicals making the 
quercetin found in onions more suitable for consumption. Another extraction technique uti-
lizes solvents that can transmit a toxic residue which is then ingested in food. Proper extrac-
tion strategy is must which can reduce the chemical residues is crucial to explore the onion’s 
cancer-fighting properties in nutraceuticals as well as in pill form [47].

Figure 8: (A) Conventional approach to target the cancer remedies.Observation of the cancerous cells demonstrated 
that a special type of cell exists with the characteristics associated with stem cells called cancer stem cells. Cancer stem 
cells are tumor establishing and more prominently have the potency to give rise to all other cancer cell types found in 
a particular cancer. These stem cells of cancer can exist as a distinct population among other cells and cause metastasis 
and give rise to new tumors. Unfortunately, these cells can be very elusive and most of the cancer drugs have no or little 
effect on them. (B) In a novel approach, targeting stem cells can repress the chance of recurrence of cancer. 

(Adopted and modified from https://ninithi.com/2015/07/26/smart-nanoparticles-to-target-and-destroy-cancer-recur-
ring-stem-cells/)

113



Advances in Biochemistry & Applications in Medicine

9. Novel Biomarker for Identification of Early Stage Breast Cancer

 The definition of the biomarker conferring to the National Cancer Institute is “a biologi-
cal molecule found in body fluids, blood and other tissues that are a symbol of a normal or 
abnormal progression or disease such as cancer. Biomarkers characteristically distinguish an 
affected or diseased person from people without any disease. Variations can be due to some 
factors such as transcriptional alterations, somatic or germ line mutations and post-transla-
tional modifications. In the cellular systems, there is the astonishing variety of biomarkers is 
present such as proteins (enzymes or receptors), nucleic acids (microRNA or other non-coding 
RNA), antibodies and peptides [48]. A biomarker is a collection of various alterations of gene 
expression, metabolomic as well as proteomic signatures. It can be immediately identified in 
the circulatory system (plasma, serum or whole blood) or excretory secretion system (urine, 
stool, sputum or nipple discharge), and thus it can be easily evaluated [48].

 Conventional treatment is inadequate for many early stage tumors that have grown past 
the in situ stage and failed to stop their spread to separate sites in the body. Recently research-
ers have identified SMARCE1 (SWI/SNF-related matrix-associated actin-dependent regulator 
of chromatin subfamily E member 1), a gene overexpressed in the subset of early stage cancers 
that are likely to become aggressively invasive making it conceivable to distinguish poorly in-
vasive tumors from those that will likely expand and metastasize [49]. The researchers found 
that fifty percent of the early stage cancers with high SMARCE1 expression will metastasize at 
some point in the ten to fifteen years after their first diagnosis. SMARCE1 drives invasion by 
regulating the expression of secreted proteases that degrade basement membrane, an ECM bar-
rier surrounding all epithelial tissues. In functional studies, SMARCE1 promotes invasion of 
in situ cancers growing within primary human mammary tissues and required for metastasis in 
vivo [49]. Mechanistically, SMARCE1 drives invasion by forming an SWI/SNF-independent 
complex with the transcription factor ILF3. In patients diagnosed with early-stage cancers, the 

Figure 9: Quercitin and anthocyanins present in onion
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SMARCE1 expression is a strong predictor of eventual relapse and metastasis. Collectively, 
these findings establish SMARCE1 as a key driver of invasive progression in early-stage tu-
mors [49].

10. RIOKinase: A Novel Target for Breast Cancer 

 RIOK1 or RIO kinase 1 is one of the novel cytoplasmic component of the pre-40S 
pre-ribosomal particle(s) in mammalian systems, required for the final stages of cytoplasmic 
pre-40S maturation [51]. RioK1 is a new interactor protein of arginine methyltransferase 5 
(PRMT5) which competes with pICln for interaction and modulates PRMT5 complex for-
mation and substrate specificity [51]. RIOK1 may reveal new insights into defects underly-
ing breast and related cancers and may reveal new therapeutic possibilities for these cancers. 
RIOK1 knockdown (not RIOK2 or RIOK3) in colon, breast and lung cancer cell lines exceed-
ingly reduces cell proliferation and invasiveness [52]. These consequences mainly remarked in 
RAS mutant cancer cells. In contrast, the growth of RAS wild-type Caco-2 and Bcr-Abl-driven 
K562 cells is not influenced by the RIOK1 knockdown, recommending a precise obligation for 
RIOK1 in the context of oncogenic RAS signaling. Furthermore, RIOK1 activates NF-κE

Figure 10: Schematic view of normal, in situ, invasive, and metastatic carcinoma progression. Normally, breast ducts 
consists basement membrane and luminal epithelial and myoepithelial cells. Stromaportion of the cells compriseseveral 
leukocytes, fibroblasts, and endothelial cells. Enhanced expression of SMARCE1 induces the protease expression which 
degrades the basement membrane. In in situ carcinomas the myoepithelial cells are altered by both phenotypically and 
epigenetically and their number decreases due to the basement membrane degradation. The number of stromal fibro-
blasts, lymphocytes, and endothelial cells increases with the same time. Myoepithelial cells and basement membrane 
loss results in invasive carcinomas, in which tumor cells can invade surrounding tissues andmight migrate to distant 
organs, ultimately leading to metastases. Adopted and modified from [50].

115



Advances in Biochemistry & Applications in Medicine

signaling and promotes cell cycle progression. A study revealed that pro-invasive proteins 
metadherin and Stathmin1 to be regulated by RIOK1. In conclusion, RIOK1 could be a pos-
sible therapeutic target, particularly in RAS-driven carcinomas [52].

11. Summary

 Over the past few decades, considerable progress has been made in breast cancer treat-
ment. Beside that survival rates for patient of breast cancer remain poor which underlies the 
need for further advances in therapy. Effort of researchers and scientist worldwide towards the 
better efficacy of breast cancer therapy includes the recent advances in breast cancer treatment 
such as multi-targeted chemotherapy; identification of novel anticancer miRNAs; combina-
torial immunotherapy; novel PARP inhibitors; identification of novel biomarkers for early 
breast cancer detection, biological production of anticancer secondary metabolites; and target-
ing O-linked glycoproteins, sleeper cells and RIOK1. Finally the advancement in breast cancer 
therapy and or drug discovery needs to be study in much more depth for further improvements 
in outcomes for patients with the disease.
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1. Introduction

 In last two decades soft ionization method in mass spectrometry has emerged as a power-
ful biophysical tool to study the structure of biological macromolecules such as proteins. Two 
ionization methods, electrospray ionization mass spectrometry (ESI-MS) and matrix assisted 
laser desorption ionization mass spectrometry (MALDI-MS) were discovered independently 
by two research groups in 1980s. Although both of these methods have been extensively used 
in the analysis of primary structure of proteins in the domain of proteomics research, the 
isotope exchange chemistry of macromolecules monitored through soft ionization based MS 
made it feasible to study the functionally active three dimensional structure of proteins without 
any limit to its size, structural complexity and state of purity. The isotope exchange kinetics 
of polar hydrogen atoms of proteins with deuterium from solvent D2O can be visualized using 
mass spectrometric platform. This isotope exchange kinetics monitored through MS is defined 
as hydrogen/deuterium exchange mass spectrometry (H/DX-MS). Subsequently the isotope 
exchange information can be used to investigate the change in conformational dynamics of a 
protein associated with a biological event such as protein-ligand interaction, protein folding 
etc. In addition, exploiting the permeability of D2O across cell membrane, H/DX kinetics can 
be executed within a crowded molecular environment and the conformational dynamics of a 
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protein can be studied to understand the structure function correlation of a protein within a live 
cell. 

2. Fundamentals of H/DX Kinetics in Proteins

 In solution phase, multiple vibrational degrees of freedom of a protein molecule provide 
flexibility in its conformation resulting in breathing motion of the molecule [1]. This confor-
mational freedom results in local unfolding which causes transient open conformations to exist 
[2,3]. In general protein exists in a range of closely related conformations that are interconvert-
able at physiological temperature [4]. In a protein molecule hydrogen atoms bonded covalently 
to electronegative heteroatoms, e.g., oxygen, nitrogen and sulphur, are in continuous exchange 
with polar hydrogen atoms of the protonated solvent such as H2O [5,6]. The rate of exchange 
depends on the differential solvent accessibility, inductive effect and field effect of neighbour-
ing groups, pH and temperature [7,8]. Using mass spectrometry platform, the above exchange 
can be visualised by replacing the surrounding solvent water (H2O) with heavy water (D2O) 
[9-12]. In a protein molecule the polar hydrogen atoms present in the terminal groups and the 
side chain residues of amino acids exchange in the micro seconds scale and the kinetics of 
these fast isotope exchange steps cannot be monitored [13-15]. The time scale of the exchange 
reaction of the peptide backbone amide hydrogens is in the range of milli seconds, seconds, 
minutes and hours and thus it is possible to follow exchange kinetics in real time [16]. In gen-
eral, the backbone amide hydrogens are involved in the formation of secondary structure of a 
protein, α helices and β sheets, and become less readily accessible in the exchange reaction to 
participate [17]. Eventually, the isotope exchange kinetics of backbone amide hydrogen can 
be translated to the conformational dynamics of a protein molecule [18,19]. The H/DX of the 
amide backbone can be catalyzed by both acids and bases [20,21]. Acid catalyzed mechanism 
initiates through the transient protonation of carbonyl oxygen atom followed by the removal 
of adjacent backbone amide hydrogen which gets replaced by the proton from solvent in the 
next step (Scheme 1A). In base catalysis, the hydroxide ion transiently abstracts the backbone 
amide hydrogen resulting in an imidate anion which gets subsequently protonated from the 
solvent (Scheme 1B).
Scheme 1A: Acid catalysis of hydrogen deuterium exchange
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Scheme 1B: Base catalysis of hydrogen deuterium exchange

The rate constant of isotope exchange reaction kinetics kex can be expressed as follows: 

+ -
+ -

ex H HO W
k k x[H ]+k x[HO ]+K (1)= − − − − − − − −

    
 where, + -H H

k  and k  are rate constants of acid and base catalyzed exchange reaction 
respectively and KW is ion product of water. Differentiating both sides of equation (1) with re-
spect to [H+] and applying the condition dkex/d[H+] = 0, the H+ ion concentration at which the 
exchange rate becomes minimum is as follows:

-

+

1/2

w+ HO

H

k x K
[H ]= (2)

k
 

− − − − −  
 

 For a typical backbone amide proton of proteins,  +H
k  is 10-1 M-1s-1 and           is 107 M-1s-1 

at 25 °C [22]. Therefore kex reaches its minimum value at pH 3. For every 10 °C rise in tem-
perature the amide exchange rate is increased by about 2 to 3 folds [23].

3. Kinetics of Peptide Backbone Amide Hydrogen Deuterium Exchange

 According to Linderstrom Lang’s model, the local unfolding or breathing motion of 
protein molecules results in a number of transient open conformations, with exchangeable 
amide hydrogens being transiently exposed to the solvent. In the next step the amide hydrogen 
gets exchanged with its isotope from the solvent [24,25]. The isotope exchange reaction of 
amide hydrogens of protein can be represented as follows [26-28]: 

 op
ex

2cl

k k
closed open D Ok

NH NH ND (3)→ → −−−− −←

 where, NHclosed and NHopen are the peptide backbone amide hydrogens in closed and open 
conformation respectively. ND is the isotopically exchanged amide NH. kop and kcl are rate 
constants of opening and closing events respectively and kex is the rate constant of intrinsic 
isotope exchange step. 

 The two states of the amide hydrogens NHclosed and NHopen can be collectively consid
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ered as NHbackbone. In presence of large excess of solvent D2O the rate law of NHbackbone exchange 
can be expressed as:

backbone
ex open

d[NH ] =-k [NH ]-----(4)
dt                   

Rate of change in concentration of intermediate NHopen

open
cl ex open op closed

d[NH ]
=-(k k )[NH ] k [NH ]-----(5)

dt
+ +

Applying steady state approximation,

opend[NH ]
=0-----(6)

dt                                                    
Thus, (kcl + kex) [NHopen] = kop [NHclosed]

or, (kcl + kex) [NHopen] = kop ([NHbackbone] – [NHopen])                      

op
open backbone

cl ex op

k
[NH ]= [NH ]  -----(7)

k +k +k                            
Therefore, using equation 4 and 7

ex opbackbone
backbone HX backbone

cl ex op

k .kd[NH ] - [NH ] k [NH ]  -----(8)
dt k +k +k

= = −              

where, kHX is the experimentally measured H/DX rate constant, 

op ex
HX

cl ex op

k .k
k =   -----(9)

k +k +k

Thus, in presence of large excess of D2O the isotope exchange reaction follows pseudo first 
order kinetics,

[ ] [ ] ( )backbone backbone HX0
NH  = NH .exp - k .t  -----(10)

where [NHbackbone]0 is the initial concentration of exchangeable backbone amide hydrogens.

 Protein in its native state exists mainly in its closed conformation [29]. Thus it might be 
assumed that under physiological condition open conformation is unstable and transient [30]. 
Thus exchangeable peptide backbone amide hydrogens predominantly exist in the closed con-
formation. Therefore, kcl >> kop and using equation 9, kHX is given by,

op ex
HX

cl ex

k .k
k =   -----(11)

k +k                        
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 The rates of H/DX are primarily determined by the rate of opening of the closed con-
formation or by the intrinsic isotope exchange rate. These two regimes are referred as EX1 
mechanism and EX2 mechanism respectively. Under EX1 condition kex>>kcl, implying that H/
DX occurs immediately upon first opening event [31-35]. Therefore, using equation 11, kHX 
can be written as, 

kHX = kop --------(12)

 In general, EX1 mechanism is observed at high pH or in the presence of denaturants 
such as urea, guanidinium hydrochloride where global unfolding or denaturation of a protein 
molecule occurs [36-38]. Also at alkaline pH the intrinsic exchange rate (kex) is very fast [36]. 
Under EX2 condition kex<< kcl, implying that several opening closing cycles occur before the 
amide labeling [39]. Hence using equation 11, kHX can be expressed as,    

op ex
HX

cl

k .k
k =   -----(9)

k

or, kHX = Kop kex       --------------(13)

 where Kop = (kop/kcl) is the equilibrium constant of opening event. Under physiological 
condition protein demonstrates the isotope exchange through EX2 mechanism. At the experi-
mental temperature and pressure, the free energy change associated with local fluctuation and 
opening of native structure is represented as:

( ) ( )HX e op e HX ex eG   RT log K   RT log k / k    RT log 1/ P   -----(14)    ∆ = − = − =−

 where P = kex/kHX is protection factor providing information on the stability of native 
structure [40]. The backbone amide hydrogens that are located in the loop regions are unpro-
tected and remain in the open conformation. H/DX in those regions occurs rapidly with rate 
constant equals to kex.

 H/DX reaction can be performed in two modes: continuous labeling and pulsed labeling 
methods. In the present chapter, applications of continuous labeling method in the advanced 
biochemistry research and in the molecular medicine have been described. In continuous label-
ing method, the native protein molecule is incubated in a buffer solution prepared using D2O 
as solvent and the isotope exchange kinetics is monitored as a function of time. As the isotope 
exchange step has its own reaction kinetics, the dynamics of a biological event of a protein at 
different states along with their intermediates can be monitored using H/DX kinetics for all 
those states separately. The H/DX kinetics of the backbone amide hydrogens across a specific 
region of the polypeptide chain of a protein reflects the conformational dynamics of that region 
of the protein in its respective state [41,42]. In the continuous exchange method the 
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isotope exchange reaction is quenched at different time points by reducing pH of the solution 
to 3 and temperature to 4 °C. Subsequently, the proteolytic digestion of exchanged protein is 
performed under quenched condition so that the back exchange of the incorporated deuterium 
to solvent H2O is minimum. In general, pepsin is used as the proteolytic enzyme in the H/DX 
experiments of proteins.

4. Data Analysis

                     The number of deuterium incorporated ‘D’ in a proteolytic peptide at a given time 
‘t’ is calculated as follows [43] :            

              where Mt is the observed isotope average centroid mass of the deuterated peptide at 
time t, M0 and M∞ are the isotope average centroid mass of the undeuterated and fully deuter-
ated peptides respectively and N is the total number of backbone amide hydrogens in a peptide 
excluding amino terminal hydrogens. As mentioned previously, at a fixed pH and temperature 
and in presence of large excess of D2O, the H/DX of each amide hydrogen follows pseudo first 
order kinetics. Therefore, the number of amide hydrogen exchanged with deuterium at time t, 
ND of a peptide can be obtained as follows:

NHclosed + NHopen + ND = [NHclosed]0 -----(16)

or, [NHbackbone]   + ND =   [NHclosed]0   

As,     [NHbackbone]0     =   [NHclosed]0, equation 10 can be written as

[NHbackbone]   = [NHclosed]0 . exp (-kHX . t) -------(17)

or,   HX-k .t
closed 0ND = [NH ]  . (1- e ) -------(18)

 Considering [NHclosed]0 is equal to the total number of peptide backbone amide hydro-
gens ‘N’ (excluding amino terminal amide hydrogen) and replacing ND by D

 ( ) HX-k .tD t  = N – Ne   -----(19)       

 In practice, every single backbone amide hydrogen has its characteristic isotope ex-
change rate constant. 

 Therefore, D (t) can be expressed as

 i
N

k t

i=1
D  (t)=N- exp   -----(20)−∑

 where, ki is the isotope exchange rate constant of ith backbone amide hydrogen.
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 On the basis of magnitude of H/DX rate constants, backbone amide hydrogens of a pep-
tide can be grouped into three categories as fast, intermediate and slow exchanging [44]. Thus, 
the expression of D(t) can be simplified as: 

( ) ( )-k .t -k .t -k .t
A 1  B 2  C 3D t  = N – P e + P e +P e  -----(21)

 where, PA, PB, PC are the number of fast, intermediate and slow exchanging amide hy-
drogens and k1, k2, k3 are average rate constants of the respective groups of amide hydrogens. 
The H/DX exchange rates and populations of different group of backbone amide hydrogens 
can be obtained by minimizing the sum of squared residuals (SSR) through performing mul-
tiple iterations steps using Microsoft Solver. The SSR for each data set can be calculated as 
given below:

2
i,obs i,calc i,obs

i
SSR= [(y - y ) /y ]∑

 yi,obs (observed data) and yi,calc (calculated data) can be calculated from equation 15 and 
21 respectively. The combination of the kinetic parameters which gives the minimum SSR 
values is selected as the best-fit values of a given kinetic data set [45].

 To understand the change in conformational dynamics of a protein associated with a bio-
logical event, a comparative analysis is required between six rate constants and six populations 
between initial and final states of the protein. In practice, it is very difficult to deal with twelve 
such kinetic parameters simultaneously. This complicated analysis step can be simplified by 
calculating the rate of isotope exchange reaction of different groups of amide hydrogens in 
both states of protein molecule by using the method of initial rate of a reaction [45]. The initial 
rate of pseudo first order H/DX reaction of a particular group of backbone amide hydrogens 
can be calculated from the product of rate constant (ki) and the respective population of back-
bone amide hydrogens (Pi) of the group, which is the initial concentration of reactants in the 
isotope exchange reaction. It was hypothesized that the algebraic summation of the differential 
exchange rates across three groups of amide hydrogens between two states of a protein mol-
ecule mirrors the change in the conformational dynamics of the molecule associated with the 
biological event. A positive sign indicates increased flexibility and a negative sign indicates 
increased rigidity in the conformational dynamics associated with the state change of protein 
molecule. 

5. Application of H/DX-MS in Structural Biology

5.1. Protein ligand interaction

 In general most of the molecular interactions in a biological system are non-covalent in 
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nature such as protein-ligand interaction, where ligands can be small or large biomolecules in-
cluding metal ions. These interactions are always driven by the binding affinity and the speci-
ficity of the ligand to the protein molecule. H/DX-MS is widely used for studying such interac-
tions. This approach relies on the fact that binding of ligand to the protein restricts the solvent 
accessibility of the backbone amide hydrogens at the binding interface, thereby decreasing the 
H/DX rates of those backbone amide hydrogens. In addition, ligand binding to a protein might 
lead to the exposure or burial of backbone amide hydrogens in another part of protein molecule 
which modulates the conformational dynamics of the molecule resulting in an increase or de-
crease in the H/DX rates respectively. Thus, the comparison of these exchange rates of amide 
hydrogens between free and ligand bound states of the protein provides information on both 
the binding sites and the ligand induced conformational change of the protein molecule. Here 
we highlight few examples of the application of H/DX-MS in the structural characterization of 
protein-ligand interactions.

 A recent study by Bennett and co-workers reported the unique binding site of laulimalide 
on microtubules using H/DX-MS. This study revealed that the binding site of laulimalide is 
located to the exterior of the microtubule on β-tubulin and also showed the structural perturba-
tions of certain regions of proteins associated with the binding of laulimalide [46]. The ligand 
induced conformational change of human hemoglobin has been described from the difference 
in the H/DX kinetics of both oxygenated and deoxygenated states of hemoglobin [47,48]. 
Using H/DX-MS, Li  et al. showed the binding region of the thermococcales inhibitor of the 
proliferating cell nuclear antigen (PCNA) designated as TIP, in PCNA-TIP complex [49].

 Identification and characterization of an epitope in a specific antibody-antigen complex 
is a crucial step in developing therapeutic antibodies and vaccines. H/DX-MS is extensively 
used in the epitope mapping. Using H/DX-MS, Malito et al. mapped the binding of mono-
clonal antibody with the factor H binding protein (fHBp), the vaccine antigen of Neisseira 
meningitidis [50]. Similarly, Lu   et al. reported that the open end of the β-barrel structure is 
the binding region of IL-1β to the Hu007, a humanized IgG1 monoclonal antibody [51]. Other 
examples include the epitope mapping of cytochrome C –E8, IL-13–CNTO607, and IL-17A–
CAT-2200 [52].

5.2. Conformational stability of proteins

 According to Anfinsen’s thermodynamic hypothesis, the native structure of a protein is 
the one with lowest possible free energy in the physiological environment [53]. However, the 
native structure can undergo certain conformational changes attaining metastable states under 
some conditions in a living system [54]. Investigation of the stability of a protein provides 
important biological information. A decrease in the stability might indicate a tendency of a 
protein molecule to misfold and an increase in the stability might represent the bound state 
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with the ligand [55,56]. H/DX-MS has been immensely used to study the stability of proteins 
in solution phase. To illustrate this application, some of the examples are presented below.

 Ghaemmaghami et al. developed a method, named as SUPREX (Stability of Unpurified 
Proteins from Rates of hydrogen deuterium Exchange) that involved the use of H/DX kinetics 
of an unpurified protein monitored through MS to study its stability. In this method, the protein 
was allowed to undergo H/DX at different concentration of the denaturant and the relative sta-
bility was measured. This study showed that the presence of maltose increased the stability of 
maltose binding protein in its native state [57]. Using H/DX-MS, Hodkinson and co-workers 
studied the conformational dynamics of β2-Microglobulin (β2m). This study showed that the 
amyloidogenic protein β2m on its dissociation from the major histocompatibility complex 
class 1 (MHC-1) becomes very unstable and exhibits a high conformational dynamics re-
sulting in the formation of unfolding transitions with an increased tendency for aggregation 
[58]. The conformational dynamics of β2m measured by H/DX-MS showed that there was no 
significant correlation between the rate of EX1 unfolding and fibril formation. Thus, authors 
concluded that existence of other fibril nucleation mechanisms besides global unfolding might 
have resulted in the formation of amyloid fibrils from β2m [59]. Two conformations of human 
growth hormone (hGH) at two different pH were investigated by Hamuro et al. The authors 
reported that in acidic pH hGH was more flexible and less stable when compared to its con-
formation in neutral pH [60]. In an another study McCammon et al. reported that the binding 
of the small molecule inhibitors to transthyretin would result in a substantial increase in the 
stability of the tetrameric protein molecule and thereby reducing its amyloidogenicity [61].

6. Application of H/DX-MS in Molecular Medicine

6.1. Biosimilar study

 Monoclonal antibodies are emerging as potential drugs, therapeutic agents for various 
diseases [62]. A crucial step in the development of these biopharmaceuticals is the structural 
characterization of a particular protein. The functions of a protein is driven by its three dimen-
sional structure. Thus, monitoring higher order three dimensional conformation of monoclonal 
antibodies become crucial in the development of biosimilars, the generic version of originator 
proteins as drugs. Alterations in the structure of biosimilars might cause significant changes in 
its function and eventually their use as therapeutics leading to side effects in the living system 
[63]. H/DX-MS platform has been used as a potential biophysical tool in the biosimilar studies. 
Using H/DX-MS, Nakazawa et al. analysed the stability of oligomers of the formulated insulin 
analogs with different pharmacokinetics. The study showed that the difference in the H/DX 
rates exist among insulin analogs and a correlation was observed between the pharmacokinet-
ics parameters in humans and the H/DX kinetics for the formulated insulin analogs [64]. In an 
another study by Vissar et al. characterized the proposed biosimilar rituximab (GP2013) 
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and compared with the originator rituximab using H/DX-MS. The study showed no significant 
structural change on addition of drug conjugate to the antibody (IgG). Authors also showed 
that GP2013 was physiochemically and functionally similar to the originator rituximab [65]. 
Similar studies were performed in characterization of biosimilars of Trastuzumab which is a 
humanized immunoglobulin used in treating HER2-overexpressing breast cancer and Cetux-
imab, a chimeric mouse-human immunoglobulin monoclonal antibody that is used in treating 
colorectal cancer and squamous cell carcinoma of head and neck [66].

6.2. Discovery of drug target sites

 In order to develop drugs that can arrest the process involved in the undesirable patho-
logical condition, it is important to structurally characterize protein molecules to obtain the in-
formation about the molecular mechanism associated with the disease states. H/DX-MS is one 
of the molecular approaches that provide information on the probable drug target sites in the 
protein molecules [67]. For example, the main pathophysiology of sickle cell anemia involves 
energetically favoured polymerization of sickle hemoglobin in the deoxy state of hemoglobin. 
Using H/DX-MS, Das et al. showed that the change in the conformational dynamics of amino 
acid residues around hydrophobic patch, alteration in the conformation of the groove regions 
and the modulation of the important axial contacts within a single stranded polymer and the 
lateral interactions between the amino acid residues across the double strands in the oxy state 
of sickle hemoglobin molecule might be the molecular basis of inhibition of sickle hemoglo-
bin polymerisation in its oxygenated state [68]. Authors proposed that these sites with altered 
conformation might be utilized to develop drugs that can inhibit hemoglobin polymerization 
in sickle cell anemia.

7. In vivo Application

 Proteins are workhorse within a live biological cell. Function of a protein is defined by 
its three dimensional structure. Functionally active conformation of a protein is not static but 
dynamic. Structure-function correlation of a protein in vivo can be explored by studying the 
change in conformational dynamics of a protein molecule associated with the biological event 
in an extremely crowded molecular environment of a live cell. Exploiting the permeability 
of D2O across the cell membrane, H/DX can be executed inside a live cell. Subsequently the 
structural information related to conformational dynamics and conformational stability of pro-
teins can be extracted.

7.1. Conformational dynamics of a protein in vivo

 Narayanan et. al. studied that the structural transition of human hemoglobin associated 
with its oxygenation inside live Red Blood Cells (RBCs) [45]. The cooperativity and allosteric 
regulation of oxygenation and the associated change in the conformational flexibility across 
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various regions of both α and β globin chains of human hemoglobin were monitored through 
H/DX-MS of fully oxygenated and fully deoxygenated RBCs in separate sets by incubating 
RBCs in 300 mOsM buffer prepared in D2O, which is isosmotic to human blood. The differ-
ent steps involved in the H/DX of live cells followed by mass spectrometric data analysis are 
shown in Figure 1. 

Figure 1: Schematic representation of hydrogen deuterium exchange in a living cell and subsequent steps involved in 
the analysis of exchange kinetics. ("Adapted with permission from (Anal Chem, 2015; 87: 11812-11818). Copyright 
(2015) American Chemical Society”)

 The rate of H/DX reaction of seven β globin peptides of human hemoglobin were cal-
culated using the method of initial rates. The algebraic summation of the exchange rates of 
different parts of hemoglobin were used to understand the associated changes in the conforma-
tional dynamics of human hemoglobin inside live RBCs on deoxy to oxy transition. Figure 2A 
shows the changes in the conformational dynamics of β globin chain of hemoglobin associated 
with deoxy to oxy transition. The spatial orientation of those seven peptic peptides of β globin 
chain in human hemoglobin crystal structure is shown in Figure 2B. Hemoglobin concentra-
tion in RBCs is more than 95% of its total protein content. Thus the observed conformational 
change monitored through H/DX-MS was correlated with the literature information on the 
structural transition of human hemoglobin associated with its oxygenation in vitro. Authors 
proposed that this in vivo H/DX method might be successfully used to monitor conformational 
dynamics of any protein in cell irrespective of its size, location and structural complexity. 
For low abundant proteins in cell, liquid chromatography based pre-fractionation of isotope 
exchanged peptides at low temperature and acidic pH and subsequent online analysis of their 
mass might be helpful in the analysis.
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Figure 2: Conformational dynamics of β-globin chain of human hemoglobin on oxygen binding. (A) Hydrogen deute-
rium exchange rates of 7 different peptic peptides in both oxy and deoxy states of β-globin are shown. Direction of arrow 
indicates the increase in flexibility. ("Adapted with permission from (Anal Chem, 2015; 87: 11812-11818). Copyright 
(2015) American Chemical Society”) (B) Orientation of 7 peptic peptides of β-globin chain is shown in the deoxy hu-
man hemoglobin crystal structure [PDB: 4HHB obtained from the protein data bank (www.PDB.org)]. 
7.2 Conformational stability of a protein in vivo

 Ghaemmaghami et al., measured the thermodynamic stability of monomeric form of the 
N-terminal domain of repressor, λ6-85, within the E.Coli cells using SUPREX [69]. Exploiting 
permeability of urea, a denaturant, and D2O across the cell membrane, globally exchanging 
hydrogen exchange rate of the unfolded protein was measured and subsequently the thermo-
dynamic stability of the protein in E.Coli cytoplasm was calculated. Record et al. reported that 
the presence of natural osmolyte at high concentration in the cytoplasm of E.Coli cell results 
in reduced water content, thereby increasing the stability of less hydrated native state [70,71].
In this study, in vivo measurement of H/DX was possible to monitor the stability of λ 6-85 till 
3 M urea. Beyond 3 M urea cell viability dropped drastically, presumably due to irreversible 
denaturation of crucial proteins in cell.

 According to the classical H/DX kinetics the observed rate constant of exchange for 
each hydrogen in terms of rate constants of various elementary steps of exchange reaction is 
given by equation 9,

op ex
HX

cl ex op

k . k
 k =

k + k + k  

Under EX2 regime both kcl and kop >>kex. Thus, 

op ex
HX

op

K . k
k =   -----(23)

K +1 
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 where, Kop = (kop/ kcl) is the equilibrium constant between closed and open conforma-
tions of protein. For hydrogen that is exchanging through global unfolding mechanism Kop = 
(1/Kfold), 

ex
HX

fold

kk =   -----(24)
(1+K )

 For global unfolding the intrinsic isotope exchange rates (kex) is similar for entire pep-
tide backbone amide hydrogens and the average H/DX   rate of unprotected amide hydrogens 
is represented as <kex>. Thus the increase in mass as a function of time can be expressed as 
follows (7):

( ) ( )HX-k .t
0M = M + M - M  e  ----- 25∞ ∞∆ ∆ ∆ ∆

where ∆M0 and ∆M∞ are the increase in mass before global exchange and after complete ex-
change respectively [57]. Thus,

( ) ( )ex fold- [<k >/ (1+K )]t
0M = M + M - M  e  ----- 26∞ ∞∆ ∆ ∆ ∆

where [ ] ( )f + m urea )/ RT- ( G
foldK = e ----- 27∆

∆Gf is the free energy change on folding and m = (d[∆Gf] /d[urea]). Equation 26 was used to 
fit H/DX rates for both in vivo and in vitro experiments. From the measured stability parameter 
of protein it was concluded that in vivo stability of  λ 6-85 in cell is very similar compared to its 
in vitro stability.

8. Conclusion

 H/DX-MS can be used to monitor the change in the conformational dynamics of a pro-
tein associated with a biological event and to measure the conformational stability of a protein 
in solution phase. As the molecular mass is probed in an isotope exchange experiment, the 
method is applicable even in an extremely crowded molecular environment such as inside 
a live cell. Using this approach, structurally very complex protein molecules can be studied 
irrespective of its molecular size. The method has been increasingly used both in academic 
research as well as in molecular medicine such as in the biosimilar study. Advancement of 
liquid chromatographic separation of a complex mixture of proteolytic peptides with isotope 
exchange information retained, followed by online mass spectrometry based analysis might be 
an indispensable technique to understand innumerable cellular event at the molecular level in 
near future.
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